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Long used by banks and governments, encryption’s increasing use in business and by individuals is fueled by multiple developments, including the theft of business data and liabilities associated with data breaches, state surveillance of communication networks and the decisions of major information and communications technology (ICT) companies to provide strong, user-friendly encryption by default. However, the widespread use of encryption reduces law enforcement’s ability to access vital digital evidence and other critical information to fight crime. Some governments are responding to this “going dark” problem by considering restricting the availability or effectiveness of commercial encryption products and services. Opponents of such controls emphasize the substantial benefits of encryption and argue that the increasing connectivity and digitization of public and private life compensate for the loss of access and may herald the dawn of a “golden age of surveillance” for law enforcement.

Proposals to provide lawful access to plaintext often lead to acrimonious discussions, with each side becoming entrenched, and yielding little constructive progress. Therefore, the EastWest Institute (EWI) has set out to identify and explore middle-ground proposals that acknowledge encryption’s dual nature and that could feasibly be agreed upon and implemented on an international basis, at least among democratic governments. This report proposes two balanced, risk-informed, middle-ground encryption policy regimes in support of more constructive dialogue. The proposed regimes would enable legally authorized law enforcement access to the plaintext of encrypted data in limited cases and within a clear legal framework embedded with human rights safeguards. At the same time, the proposed regimes attempt to mitigate the risk that third parties could gain unauthorized access and breach the confidentiality of the encrypted data and communications.

The global nature of the digital environment means that any national solution will be neither sufficient nor comprehensive. Even among democracies, where costs and benefits are balanced through public and political processes, differing cultural values and legal traditions will drive different approaches. Cross-border cooperation among law enforcement entities and compliance by global companies with multiple, differing national requirements will remain challenging features in the global cyber landscape.

Recommendations

The report provides nine normative recommendations on encryption policy for lawful law enforcement access regarding crime and terrorism prevention, investigation and prosecution. This section summarizes the recommendations; a more detailed discussion may be found in Section 6. The recommendations help to advise the formulation of specific policies; recommendations 1 through 3 and 9 are generally applicable, whereas recommendations 4 through 8 are relevant to specific policies or issues.

Executive Summary

Encryption is an essential tool for protecting digital data and communications. It supports privacy and other human rights, protects financial assets and proprietary data, enhances national security and thwarts cyber-enabled crime.
1) **Strong Cybersecurity.** Governments must support and enable strong encryption and other digital protections to promote strong cybersecurity. Governments must refrain from policies and measures that systematically and broadly undermine cybersecurity for all users. Yet, targeted, specific measures that enable access to unencrypted data may be permissible under principled considerations.

2) **Balanced, Transparent, Risk-Informed Regimes.** Governments must create balanced, transparent and risk-informed regimes for encryption policy that govern law enforcement access to encrypted data. These regimes must reflect considered trade-offs among the government (including law enforcement, justice, national security, cybersecurity, economic and social well-being, and public safety), businesses (including administrative burden and compliance costs), the economy (including impacts on the industry’s innovation and competitiveness) and civil society (including the protection of privacy and other human rights) and must be a result of a process embedded in democratic institutions.

3) **Systemic Improvements.** Governments must undertake systemic improvements to the state’s legal, organizational and technical infrastructure to strengthen law enforcement’s and the judiciary’s capabilities to effectively and efficiently detect, prevent, investigate and prosecute crime and terrorism that depends on and/or is facilitated by cyber means, and to reduce the need for direct regulation of encryption (e.g., prohibiting or restricting the development and use of encryption technology).

4) **Clear Rules on Compelled Provider Assistance.** Governments should use compelled provider assistance as a fundamental approach to facilitate law enforcement access, but only with clear rules as to where and to what extent compelled provider assistance is applicable under the legal framework. Requests for compelled provider assistance must be targeted and limited to a particular case. Compelled assistance should be the preferred technique to facilitate lawful access to third-party encryption products, services and ephemeral communications.

5) **Limitations on Lawful Hacking.** Governments must recognize lawful hacking as a tool for use only in extraordinary circumstances, particularly when used for remote or extraterritorial applications. Lawful hacking must be embedded in a strict legal framework with limitations on its use to the most serious cases (i.e., testing the application against the principles of proportionality, necessity and legality, assessing international and human rights implications), and be subject to comprehensive vulnerability management, independent judicial authorization and oversight, and public summary reporting to the legislature. Effective state-of-the-art safeguards to prevent loss or theft of lawful hacking tools and the vulnerabilities they utilize must be deployed.

6) **Limitations on Design Mandates.** Design mandates that require service providers and device manufacturers to retain capabilities to produce decrypted data must be limited to designated services and scope. Design mandates should be imposed through a public regulatory process and be subject to annual recertification and assessment of their implications on cybersecurity and human rights.

7) **Comprehensive Vulnerability Management.** Governments must establish comprehensive vulnerability management that includes a transparent and responsible vulnerability equities process (VEP) to determine whether newly discovered and previously unknown software and hardware vulnerabilities should be disclosed or temporarily withheld for law enforcement purposes. The VEP should be enacted in law and subject to public reporting to the legislature and independent oversight.

8) **Minimize Data Localization.** Governments should minimize data localization requirements for law enforcement access. Targeted, sector-specific requirements may be permissible if other legal and regulatory tools cannot sufficiently guarantee lawful access.

9) **Periodic Review.** Any national encryption regime that enables lawful access to encrypted data in decrypted form must be maintained through a periodic review process. The process must allow for timely adjustments of different equities in a rapidly changing environment.

**Proposed Regimes**

EWI has constructed two proposed regimes which are generally consistent with the recommendations in this report. They reflect the outcome of an international, expert consultation aimed at identifying common ground, but not necessarily reaching consensus on encryption policy for lawful access. As a general matter, the experts considered both regimes as potentially effective and useful for law enforcement, if balanced by effective limitations to curb possible downsides in their application.

Both proposed regimes rely significantly on compelled provider assistance as a key policy approach to facilitate access to the plaintext of encrypted data. Law enforcement may legally require ICT service providers or manufacturers to provide assistance in decrypting information stored in or passing through their products, services or devices. This may include technical assistance to decrypt, intercept, manipulate and preserve data, or, to the extent permitted by law, to re-write firmware or software, or covertly install remote monitoring or control capabilities on specific devices. The law may set conditions including establishing judicial procedures, enhancing transparency and oversight, limiting the types of crimes.

---

3 The proposed regimes are defined in Section 5.
covered, not requiring system modifications or providing reimbursement for costs incurred.

The titles of the two regimes, “Lawful Hacking” and “Design Mandates,” are meant to highlight a key policy choice. Either approach would represent changes in current law and policy in most democracies, and each has upsides and downsides for all the various interests at stake. Further, the regimes need not be mutually exclusive. A nation could select elements from each, or decide that no change in the status quo is merited.

In addition to compelled provider assistance, Regime 1 employs lawful hacking as a critical component. Lawful hacking may exploit vulnerabilities in systems and devices, whether remote or local, or use social engineering to circumvent security protections. Law enforcement may deploy lawful hacking as a technique to gain access to a system to intercept communications, secure digital evidence or facilitate access to stored data or communications in plaintext.

In contrast, Regime 2 does not permit lawful hacking, relying instead on design mandates to secure access to plaintext. These mandates require that providers and manufacturers design, build and deploy products, services and devices with the capability to accommodate future lawful access requests. Mandates apply to end devices, cloud data and designated ephemeral messaging and encrypted messaging services.

Both proposed regimes are strengthened by systemic improvements that benefit law enforcement authorities’ overall efforts to combat cyber-enabled crime and terrorism. They (a) invest in capacity building to improve the handling of various types of encrypted and unencrypted data; (b) streamline and reform the process, including Mutual Legal Assistance Treaty (MLAT) processes, for responding to requests for data stored outside the jurisdiction of the investigating agency; and (c) advance national and international cooperation among law enforcement authorities and the private sector (e.g., points of contacts for experts and specialists).
Introduction

The EastWest Institute (EWI) has set out to identify and explore middle-ground proposals that acknowledge encryption’s dual nature and that could feasibly be agreed upon and implemented on an international basis, at least among democratic governments.

Encryption is an essential tool for protecting digital data and communications. It supports privacy and other human rights, protects financial assets and proprietary data, enhances national security and thwarts cyber-enabled crime. Long used by banks and governments, its increasing use in business and by individuals is fueled by multiple developments, including the theft of business data and liabilities associated with data breaches, state surveillance of communication networks and the decisions of major ICT (information and communications technology) companies to provide strong, user-friendly encryption by default. However, the widespread use of encryption reduces law enforcement’s ability to access vital digital evidence and other critical information to fight crime. Some governments are responding to this “going dark” problem by considering restricting the availability or effectiveness of commercial encryption products and services. Opponents of such controls emphasize the substantial benefits of encryption and argue that the increasing connectivity and digitization of public and private life compensate for the loss of access and may herald the dawn of a “golden age of surveillance” for law enforcement.

EWI has set out to identify and explore middle-ground proposals that acknowledge encryption’s dual nature and that could feasibly be agreed upon and implemented on an international basis, at least among democratic governments. By middle-ground proposals, we mean balanced, risk-informed, encryption policy regimes that would enable legally authorized law enforcement access to the plaintext of encrypted data in limited cases and within a clear legal framework embedding human rights safeguards. At the same time, they attempt to mitigate the risk that third parties could gain unauthorized access and breach the confidentiality of the encrypted data and communications.

The encryption debate often is oversimplified as a choice between “going dark” and “keys under

---

4 In this report, we use the term “cryptography” to include several different cryptographic functions that increase information security, including enhancing authentication, enabling non-repudiation, preserving confidentiality and protecting information integrity. We use the word “encryption” to refer specifically to the confidentiality function, which may be implemented, for example, by locking a device or encrypting data.

doormats,” pitting law enforcement against the information technology industry and human rights advocates. The reality is more complicated, and in fact, the various parties share many common interests. All stakeholders want to live in a safe and free society. As human beings, we want privacy and other human rights to be secure. We want law enforcement authorities to effectively prevent and solve crimes—in the physical and virtual space—within legal constraints. We want digital information to be secure from malicious actors. We want markets to reward innovation and function efficiently. The challenge before us is no less than managing the ways in which technological change affects those common interests. Technological innovation challenges the established order. Technology is transforming relationships among long-established institutions, including states and corporations. Technology is also shifting the relationships between those institutions and human society. The way such challenges are resolved is a testament to the underlying values of society.

With encryption, of course, there is no single society. No single nation can impose a monopoly on strong encryption technology. The genie is out of the bottle and taming it—to the extent possible and necessary—must be a collective effort. Governments and citizens must find a balance between human rights and the responsibility of the state to protect its citizens, including granting and safeguarding the freedom and security provided for in global declarations and states’ constitutions.

The encryption debate is maturing. In 2018, the U.S. National Academies of Sciences, Engineering and Medicine will publish an important, comprehensive report that describes and offers a framework for analyzing the multiple interdependencies that must be considered in developing a national encryption policy. EWI hopes our report will complement that work.

1.1 Structure of the Report

The remainder of this report contains six main sections:

- Section 2 postulates the need for balanced solutions, and frames common interests of the parties in terms of cybersecurity, law enforcement and public safety, commerce and privacy and other human rights. Principles and assumptions described in this section inform the path towards balanced solutions.
- Section 3 lays out key concerns important to each of those interests that continue to drive the encryption debate regarding lawful access to the plaintext of encrypted data.
- Section 4 introduces the EWI analytical framework: (a) three components that must be addressed in any encryption policy; (b) an algorithm that describes a way to evaluate the effects of policy choices; and (c) a process for applying the algorithm to produce one or more balanced encryption policy regimes. It also describes how EWI used the framework to develop the proposed regimes.
- Section 5 proposes two encryption policy regimes developed by EWI based on the work described in the previous two sections.
- Section 6 provides more general policy recommendations for policymakers and stakeholders.
- Section 7 concludes with thoughts on ways forward.

---


Encryption Policy in Democratic Regimes

2 The Need for Balanced Regimes

This report views the encryption debate as a set of competing, but largely common, interests. All people want security, but we may disagree as to which elements of security a society should emphasize.

This report argues that a variety of middle-grounds should be explored, notwithstanding the polarization evident in the public conversation, because very few societies will find it acceptable to emphasize one kind of security to the exclusion of another. Therefore, finding effective, principled regimes is important to avoid arriving at a one-sided approach driven by crisis and fear.

This report proposes encryption policy solutions for law enforcement access that take into account the perspectives, needs and interests of different stakeholders. The proposed encryption policy regimes are meant to provide law enforcement some access to the plaintext of encrypted data, and do so in a way that protects other interests including cybersecurity, commerce, and privacy and other human rights. This approach has implications for both the outcomes (e.g., plaintext may not always be available) and the process (e.g., there must be transparency and adherence to the rule of law). Balancing multiple interests requires tough trade-offs. As with any compromise, no party will achieve all its goals.

2.1 Common Interests Frame the Debate

One can evaluate any government encryption policy on its effects; policies reflect the values and priorities of the various stakeholders. We have identified four such value sets that interact with each other:

1. Cybersecurity: This value set emphasizes the importance of ensuring that digital information is kept secure, focusing on its confidentiality, integrity and availability. Policies favorable to this value set increase users’ trust that their transactions and data are secure and safe. Undermining that trust in information and communications technology (ICT) and the Internet could lead users to abandon some digital services and technologies, creating social, political and economic dislocations. Proponents argue there is a need for strong, ubiquitous encryption to protect critical data and infrastructure in the private sector, government and among citizens. Encryption is a critical and effective safeguard against the theft of data, malicious data manipulation, and cyber espionage, as well as for the protection of privacy and other human rights.

2. Law Enforcement and Public Safety: This value set emphasizes the importance of ensuring that, within legal constraints, law enforcement can access digital evidence and information to prevent, solve and prosecute crimes. It emphasizes the need for law enforcement entities to possess the technical ability and means to access the data

9 While it is common in an Anglo-Saxon context to define law enforcement as the combination of the police and the prosecution service, in countries where the prosecution service is part of the magistracy, it can be confusing to capture them under the term “law enforcement.” For the purposes of this report, however, we have used “law enforcement” to cover all elements of the system. More importantly, as we recognize elsewhere, there are distinctions across democracies in authorities of the various services, with impacts on their independence from each other.
they need, subject to their obtaining the necessary legal justification to access this data in accordance with due process of law. Law enforcement, as a guarantor of public safety, also has an interest in cybersecurity to reduce the incidence of cyber-enabled crime.

3. Commerce: This value set focuses on market-led policies that reward innovation and efficiency. Such policies enhance or enable a free market for encryption products and services, without limitation of features, country of origin and so forth. In general, market-led policies have favored the continued development of stronger and more user-friendly encryption that is widely available (i.e., ubiquitous encryption). Moreover, where specific features are required, innovators will seek to find ways to satisfy them.

4. Privacy and Other Human Rights: This value set emphasizes policies designed to protect privacy and other human rights, including the right to live in a safe and free society. These have generally been couched as supporting the need to have strong encryption to protect citizens and dissidents from state power, particularly those in authoritarian regimes. Encryption is a tool to protect human rights, such as the rights to privacy and freedom of opinion and expression.

These value sets interact in ambiguous and subtle ways, and while societies differ in the relative value they place on each one, no society can emphasize one to the exclusion of all others. Further, the value sets do not always neatly line up with either of the two traditional poles of the argument (i.e., privacy/security vs. national security/public safety). For example, policies supporting the use of strong encryption for cybersecurity purposes can benefit law enforcement’s ability to protect citizens by preventing cyber-enabled crime. On the other hand, policies enabling law enforcement access can benefit citizens by upholding public safety in the course of preventing crime or terrorism. These contradictions are discussed further in Section 3, “Concerns.”

2.2 Principles and Assumptions Informing Balanced Regimes

In order to achieve a balanced regime, EWI identified a set of key principles and assumptions that guide the issue analysis and the development of encryption policy regimes. We define the concepts as follows:

- Principles: Principles reflect the values that guide the judgments arrived at in the report. They are not absolute statements, but reflect desired preferences. In some cases, not all principles are achievable at the same time.
- Assumptions: Assumptions describe underlying beliefs about realities, hypotheses, predictions and conditions. Making them explicit creates the opportunity to discuss, challenge and test these assumptions as part of the ongoing development of possible balanced regimes. Assumptions may sometimes conflict with each other, based on differing viewpoints and conceptualizations. These differences need to be taken into account when crafting regimes.

2.2.1 Principles

1. Balance Principle: It is important to find balanced solutions to the encryption challenge in the digital world that account for the interests and equities of the various stakeholders. For example, this principle recognizes the complex trade-offs between individual privacy, business information security and public safety. Public safety, like individual privacy, is a human right.

2. Do-No-Harm Principle: Consistent with the Balance Principle, solutions should minimize adverse effects and unintended consequences to the extent practicable.

3. Proportionality Principle: Where adverse effects are unavoidable, the relative proportion to anticipated gains should be considered. Acceptable proportions may vary by case. For example, in a situation where lives are at stake, a higher proportion of infringement on human rights may be tolerated for gains in security.

4. Transparency Principle: Solutions that provide for transparency about decryption and information access capabilities, about requests from and responses to law enforcement needing access to decrypted information and notification of targets will increase accountability and public trust.

5. Holistic Approach Principle: Governmental concerns with lawful access are not limited to encryption. Likewise, the “solution” will likely consist of different elements that are difficult to align with each other. The costs of “doing nothing” should also be considered.
6. Forbearance Principle: Moving forward with new technologies and approaches to data collection and analysis, not everything that is technologically possible should become an acceptable tool for law enforcement. A meaningful debate needs to take place about acceptable, balanced limits and standards.

7. Culture Principle: Differing cultural values and existing laws will affect where the balance is set on these issues in a given society. The potential for these differences, even among democracies, should be taken into account.

2.2.2 Assumptions

1. No single solution will solve all problems. Different solutions for different democratic regimes will emerge, depending on their specific institutional and cultural settings and requirements.

2. Even if governments do not enact policy, law enforcement will continue to innovate and seek access to plaintext, using all tools legally at their disposal.

3. Democratic regimes can devise overall effective encryption policies that reduce the risk of abuse and exploitation while providing access to law enforcement, in some cases. However, no risk-free or costless solutions exist. All approaches impose some cost to society, either through the risk to public safety (e.g., law enforcement cannot access the data it needs) or to cybersecurity or human rights (e.g., limitations on encryption to grant lawful access). Particularly in democracies, trade-offs will occur (e.g., there will be no absolute right to privacy nor absolute access for law enforcement).

4. Human rights cannot be protected if law enforcement is ineffective. And, limits on law enforcement’s authorities and activities are an essential part of a meaningful human rights regime.

5. Encryption is a serious practical barrier to law enforcement’s ability to prevent and investigate crimes.

6. The role of encryption in protecting data and communications will increase given societies’ growing dependence on ICT and the growing availability of encryption technology.

7. With the Internet of Things and other new areas of use, ever-increasing flows of data become available as potential sources for law enforcement. However, access to plaintext will remain essential in certain circumstances.

8. Encryption is not the only barrier. Data may be in undocumented or otherwise unfamiliar formats, out of reach (e.g., in a different jurisdiction) or ephemeral.

9. Any technical means that provide lawful access to plaintext increases the risk that criminals will exploit these means and maliciously use that access to commit crime.

10. In the arena of security, ICT product and service providers should be treated more like telecommunications companies than traditional manufacturers. While we do not require safe manufacturers to retain the ability to access safes that they have made, law enforcement has readily available, effective alternatives to access information protected by a safe or a physical lock. The ubiquity and criticality of ICT products and services to modern life suggests that providers hold a different position in the marketplace, and governmental policies should reflect this difference.

11. Giving law enforcement unrestricted lawful access may lead to abuse. Law enforcement must recognize societal mistrust regarding its ability to access data (e.g., does law enforcement follow the law, abuse power, ask for more capabilities than it needs, have more capabilities than it admits, work secretly with intelligence agencies to break encryption and so forth).

12. National encryption policies have international ramifications. Providing capabilities to national law enforcement will trigger foreign requests to provide data; some requests may come from countries with lower legal standards. This is particularly relevant to the protection of human rights in authoritarian regimes.
In Section 2 we laid out four areas of common interest and corresponding value sets—cybersecurity, law enforcement and public safety, commerce and privacy and other human rights—shared by many people. This section lays out key concerns that stem from those value sets, and that have been influential and continue to drive the encryption debate regarding lawful access to the plaintext of encrypted data.

3.1 Cybersecurity

Encryption is essential to cybersecurity as it provides confidentiality to data and communications to protect against unwanted disclosure. All domains of society rely on encryption to securely use ICT services and products, for instance, securing money transfers on global financial transaction networks or sharing sensitive information on public networks.

Encryption is based on cryptographic functions that provide confidentiality, also affording authentication, non-repudiation and integrity. To encrypt or decrypt data, an encryption algorithm is used together with a key. The key is a mathematical concept and in most cases, users employ one or multiple factors (e.g., a password, passphrase, or biometric fingerprint) to unlock the lengthy cryptographic key, which, together with the encryption algorithm, encodes plaintext into scrambled, non-readable ciphertext. In a well-designed encryption system, the key or password is solely accessible to the user and not to third parties. As such, only a particular user has the ability to decrypt and read the data in plaintext that was previously encrypted with a particular key. In practice, less strict requirements may apply; for instance, a system might have implemented a key recovery mechanism for business continuity purposes to regain access should the password (and with it, the key) have been lost or forgotten.

Cryptographic products and services for all types of data and communications are widely available. Encryption is used to protect stored data of various types, ranging from individual files, to partitions or the entire storage system. Some instances employ a combination of software and hardware to encrypt data securely (e.g., trusted platform module (TPM), and hardware security module (HSM) microcontrollers). To secure communications, in recent years, a wide range of secure messaging apps that offer end-to-end encryption have become widely available and popular. To secure Internet traffic, the Transport Layer Security (TLS) protocol is used (e.g., HTTPS) and Virtual Private Networks (VPN) provide traffic encryption through a virtual tunneling protocol. Security and privacy-conscious email service providers offer email encryption. Other means to protect privacy and anonymity online come in the form of ephemeral communication and anonymization services. Ephemeral messaging services delete messages after a few seconds and anonymization services re-route and re-encrypt Internet traffic to obscure the initial requesting IP address.

Technology experts have repeatedly pointed out the importance of encryption for cybersecurity and other subsequent areas of security that rely heavily on cybersecurity, including national security and the financial services sector. Undermining...
encryption, these experts argue, will introduce significant risk and have detrimental effects on cybersecurity. Strong encryption is also supported by various international and governmental bodies. For instance, the European Union confirmed that “strong and trusted encryption is highly important for properly ensuring human rights and fundamental freedoms,” while recognizing the impediments law enforcement authorities are facing as a result of strong encryption and anonymization technologies. Also, the United Nations and the Netherlands have issued statements in support of encryption and against restrictive measures that undermine the protections encryption offers. In the U.S., the Encryption Working Group of the House Judiciary Committee and the House Energy and Commerce Committee concluded that “any measure that weakens encryption works against the national interest.”

3.2 Law Enforcement and Public Safety

While encryption products and services briefly described in the previous section are most often used for legitimate purposes to protect data and communications, criminals and terrorists have been using the same tools to obfuscate their malicious activities. Major ICT and Internet service providers have stepped up their security in recent years to provide their users some encrypted services and products by default. While the Snowden disclosures have been an important driving factor in this development, the increase in cyber crime and cyber espionage, coupled with policy developments that made corporations accountable for the proper protection of customer data (e.g., liability for data breaches and loss of customer data), has further increased the need for encryption. Some companies have deliberately made design decisions that make it impossible for them to provide effective technical assistance. Law enforcement is confronted with situations in which devices are lawfully seized but remain inaccessible due to encryption—losing vital access to data for crime and terrorism detection, prevention, investigations and prosecution. For instance, the Manhattan District Attorney’s Office reported that over 700 of the devices it seized in 2017 came locked using full-disc encryption, and the FBI has said it was unable to access data on 7000 encrypted devices in the same year. Encryption has certainly become a challenge for law enforcement, as it has become widely available through smart phones and messaging apps that provide encryption by default and designed to make the decryption key solely available to the particular user. It is likely that crime and terrorism will increasingly deploy encryption for online and offline activities in some form (e.g., low- and high-level crimes, including communications with a drug dealer through a messaging app or white collar crimes, such as government corruption or insider trading). Encryption as a barrier for law enforcement is found in cases ranging from financial crime, murder, child pornography, drug offenses, terrorism and copyright violation, to espionage, computer crime and kidnapping.

While access to plaintext can provide important data and evidence, in numerous cases, suspects eventually were convicted without law enforcement gaining access to decrypted data in plaintext, indicating that access to encrypted data is not always necessary for prosecution. Inaccessibility of encrypted data has further downsides, including that other crimes committed by the suspect may not be discovered, some victims may be harder to identify and protect, some co-conspirators may be impossible to identify and arrest, and some sentences will not reflect the full scope of the defendant’s criminal conduct. For preventive measures, including counterterrorism, lack of access may be more problematic in cases where digital content (e.g., plans) is critical to preventing serious incidents.

16 Abelson and others.
Investigations involving digital evidence are complex endeavors that go beyond the question of access to a single encrypted device; they may include sophisticated practices and technologies to evade the authorities, creating additional challenges when an investigation covers multiple jurisdictions.24 Organized crime often deploys complex technical infrastructures and uses multiple levels of encryption (e.g., using readily available encrypted SSL/TLS channels, widely used by all Internet users to protect Internet traffic).24

Cyber crime and terrorism operations increasingly are carried out from multiple jurisdictions. Consequently, authorities increasingly are confronted with cross-border issues and face further challenges when requesting lawful access to data stored or transmitted in foreign jurisdictions or controlled by persons falling under foreign jurisdictions. While not specific to encrypted data, cross-border requests for evidence or data sharing are increasingly common in all kinds of criminal investigations. Organized crime structures its activities knowingly to evade law enforcement authorities constrained to a single jurisdiction. In addition, services and data increasingly are provided and stored in the cloud, with cloud service providers (including both public and private clouds) often operating their physical server farms in multiple jurisdictions. These trans-border issues go well beyond where the data is stored. Forthcoming European regulations attempt to deal with this quandary by taking an expansive approach to jurisdiction, encompassing the provider, data or data subject. This will further complicate compliance with law enforcement assistance requests between EU and non-EU law enforcement authorities.

For cross-border cooperation in law enforcement investigations, Mutual Legal Assistance Treaty (MLAT) processes serve as established channels to share requested information. However, MLAT procedures are complex, slow and cumbersome. Most jurisdictions lack sufficiently trained personnel to process the increasing number of requests from foreign law enforcement authorities. Calls for modernizing the MLAT process continue.25 The U.S. Congress has drafted legislation that would allow bilateral agreements with other partners, such as the UK, that under certain conditions, a foreign law enforcement authority can directly request and serve a foreign lawful access request (e.g., warrant) on a domestic company.

23 One expert noted that the technical analysis of a high-profile case lasted less than two weeks, but that it took the authorities two years to locate and arrest a criminal who operated from multiple jurisdictions.

3.3 Commerce

Commercial interests are reflected in concerns about the potential disruptive effects of encryption policy on the ICT market in terms of administrative burden and compliance costs, firms’ ability to innovate and remain competitive in the global ICT market, and the ability of business to conduct digital commerce securely. Encryption is a key security mechanism to protect transactions, communications and stored data from unauthorized access or harmful leaks. The financial services industry, for instance, depends on encryption to protect credit card transactions and secure online banking, and to safeguard sensitive consumer data stored in the banks’ applications and databases.

Today, there is a healthy ecosystem of developers and vendors in at least 36 countries that provide a variety of encryption products and services. A 2016 global survey counted 805 encryption products in 35 different categories.26 The largest product categories (with more than 50 percent or 424 products) consisted of message, mail and file encryption, and VPN solutions. The wide availability of commercial and open source encryption products and services makes effective government control quite difficult. Mobile device manufacturers and mobile operating system providers, in particular, have contributed significantly to the spread of by-default, ubiquitous encryption. Indeed, some ICT firms market their products and services as privacy-preserving technologies that will prevent unauthorized parties from gaining access to data stored on these devices. Using sophisticated hardware and software protections, access to Apple and some Android mobile devices has become more difficult, even for authorities lawfully authorized to obtain access.27

The private sector continues to push back when governments propose to regulate encryption. For one, the ICT industry fears that such regulation would have significant negative effects for cybersecurity, and would impose significant compliance costs and lead to loss of market share against technologies from other nations that do not impose similar regulations. The Organisation for Economic Co-operation and Development (OECD), for instance, called on governments to avoid cryptography policies that create unjustified obstacles to trade, the flow of encrypted communications and the availability of cryptographic methods.28 Differing national regimes (which may likely involve contradictory legal and data privacy
and enshrined in Article 19 of the ICCPR.\textsuperscript{36} While varying in scope, similar language applicable to electronic communications is reflected in other human rights regimes, as well. The right to freedom of opinion and expression are “indispensable conditions for the full development of the person” and “essential for any society.”\textsuperscript{37} even more, states have a positive obligation to protect citizens against infringement on their right to freedom of expression.\textsuperscript{25} La Rue’s successor, David Kaye, noted:

“Encryption and anonymity provide individuals and groups with a zone of privacy online to hold opinions and exercise freedom of expression without arbitrary and unlawful interference or attacks.”\textsuperscript{38}

Encryption enables individuals to access and share content that would be otherwise inaccessible due to censorship, filtering and blocking. Kaye concluded that, “encryption and anonymity enable individuals to exercise their rights to freedom of opinion and expression in the digital age and, as such, deserve strong protection.”\textsuperscript{39} In addition, constitutional courts, such as the U.S. Supreme Court, the German Bundesverfassungsgericht and the European Court of Human Rights, have recognized unhindered communications—enabled by encryption—as an essential precondition for freedom of communication.\textsuperscript{40}

Individuals should be able to communicate without fear of surveillance or observation, which otherwise would change the nature of communication and distort the rights to privacy and freedom of opinion and expression. Encryption ensures the confidentially of private communication. Even if intercepted, the communication cannot be read or altered. Encryption is also effective against mass surveillance. This holds particularly true for citizens in states in which these fundamental rights are not upheld by the rule of law or are not enjoyed.

35 Article 19, ICCPR: “1. Everyone shall have the right to hold opinions without interference. 2. Everyone shall have the right to freedom of expression; this right shall include freedom to seek, receive and impart information and ideas of all kinds, regardless of frontiers, either orally, in writing or in print, in the form of art, or through any other media of his choice. 3. The exercise of the rights provided for in paragraph 2 of this article carries with it special duties and responsibilities. It may therefore be subject to certain restrictions, but these shall only be such as are provided by law and are necessary: (a) For respect of the rights or reputations of others; (b) For the protection of national security or of public order (ordre public), or of public health or morals.”


37 UN Human Rights Committee, para. 11.


40 Schulz and van Hoboken, p. 54.


30 Article 12, UDHR: “No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, nor to attacks upon his honor and reputation. Everyone has the right to the protection of the law against such interference or attacks.”

31 Article 17, ICCPR: “1. No one shall be subjected to arbitrary or unlawful interference with his privacy, family, home or correspondence, nor to unlawful attacks on his honor and reputation. 2. Everyone has the right to the protection of the law against such interference or attacks.”


34 Article 19, UDHR: “Everyone has the right to freedom of opinion and expression; this right includes freedom to hold opinions without interference and to seek, receive and impart information and ideas through any media and regardless of frontiers.”

36 Article 19, UDHR: “Everyone has the right to freedom of opinion and expression; this right includes freedom to hold opinions without interference and to seek, receive and impart information and ideas through any media and regardless of frontiers.”
by political oppositions and minorities. Yet, human rights are not absolute. As governments have an obligation to fight terrorism and crime, limitations to human rights for national security and public order exist to balance human rights to privacy and freedom of opinion and expression against the interests of public safety. Restrictions, however, must comply with strict criteria set forth in the international human rights framework. In the 2015 ruling Schrems v. Data Protection Commissioner of Ireland, the Court of Justice of the European Union decided that "legislation permitting the public authorities to have access on a generalized basis to the content of electronic communications must be regarded as compromising the essence of the fundamental right to respect for private life."44

With the advent of new approaches and technical tools, including monitoring capabilities that law enforcement authorities may acquire, the international human rights framework and legal safeguards must strive to keep pace. The 2013 report of the UN Special Rapporteur on the Promotion and Protection of the Right to Freedom of Opinion and Expression, which addressed new means and modalities of communication surveillance, described lawful hacking and surveillance capabilities that exploit security vulnerabilities as "extra-legal surveillance" and "extremely disturbing." Such capabilities pose a significant risk to human rights as they are "virtually undeetectable" and allow a state to exercise full control over a device, including intercepting and modifying communications, commandeering the device’s microphone or camera or modifying data on the device. Such technologies—and their sale and transfer to authoritarian regimes—were heavily criticized as it became known in the aftermath of the Arab Spring that Western technology firms sold these surveillance capabilities to regimes with questionable human rights records. Consequently, the U.S. banned sales of surveillance technologies to Iran and Syria and surveillance technologies were added to the control list of the Wassenaar Arrangement, a multilateral export control regime. Some have argued that, with the private sector playing a central role in enabling states to conduct surveillance, including providing monitoring and decryption capabilities for law enforcement, states have a responsibility to hold corporations accountable for human rights violations as a result of their business conduct.49

In the encryption debate, human rights sometimes are treated as a secondary matter, taking a backseat to other important issues, such as national security and economic interests. Human rights advocates argue that it is essential to enhance the role that human rights play in these debates to preserve fundamental rights in the digital age.50

---

43 For a legal framework to evaluate restrictions on encryption, see, Kaye.
48 The Wassenaar Arrangement is a multilateral export control regime for conventional arms and dual-use goods and technologies. See, http://www.wassenaar.org/.
50 Schulz and van Hoboken, pp. 60–61.
4 EWI Analytical Framework

In the process of selecting and adopting encryption policies for a particular setting, we describe a set of (1) techniques and (2) limitations that are applicable to (3) a particular ICT environment.

4.1 Three Components that Must Be Addressed in Any Encryption Policy

- **Techniques:** These describe approaches that allow law enforcement to directly or indirectly access encrypted data in plaintext (or other relevant data in an investigation) or to deny or restrict the effective use of encryption technology.
- **Limitations:** These describe a set of conditions that constrain the use, effectiveness or efficiency of the techniques in favor of other interests (i.e., cybersecurity, commerce and human rights).
- **ICT Environment:** This describes the ICT infrastructure where targeted data is extracted. This report differentiates between “data at rest” and “data in transit” and looks at the following three categories: (1) cloud (data at rest); (2) end device (data at rest in a mobile phone, desktop computer, etc.) and (3) analog and digital voice and data communications (data in transit).

The three key components span a 3-D space, as depicted in Figure 1, that can encompass numerous policy options: Techniques, Limitations and the ICT Environment.

In the process of selecting and adopting encryption policies for a particular setting, we describe a set of (1) techniques and (2) limitations that are applicable to (3) a particular ICT environment. These sets are referred to as a “policy option” or “technique use policy.” Any set of relevant options that make an overall balanced approach to the plaintext access problem is referred to as an
“encryption policy regime.” Ideally, an encryption policy regime reflects an understanding of the entire ICT environment, while limiting its application to the most critical areas.

4.1.1 Techniques for Law Enforcement Access to Plaintext of Encrypted Data

Techniques describe policy and/or technical approaches to gain access to the plaintext of encrypted data or prevent the use of effective encryption technologies. Governments have technical and legal means at their disposal to reduce the potential impact of encryption on law enforcement.

Table 1 provides an overview of the techniques discussed here. A legal framework (generally at the national level) will prescribe how a law enforcement agency can deploy any particular method, and what legal and procedural requirements must be satisfied to constitute lawful deployment. Some methods come with broad implications and affect a wide spectrum of users, while others are targeted narrowly to a particular product, service or even an individual user. Each method creates specific security and risk trade-offs affecting information security and privacy differently, as well as the ability and reliability of law enforcement access to plaintext of encrypted data.

We organize the techniques in four categories: (a) circumvent protections; (b) regulate technology; (c) compel assistance; and (d) employ workarounds. These categories broadly reflect general approaches to enable law enforcement access and thus reduce encryption’s impact on the law enforcement mission.

When choosing appropriate techniques or comprehensive encryption policy regimes, scalability of techniques is an important consideration. A technique needs to scale, otherwise it is, at best, an expensive solution for specialty cases. A second requirement is standardization of techniques. Some degree of standardization is necessary to allow for the effective use of the techniques as tools, for instance, to exchange and share data in a commonly understood format and/or through standard interfaces between the provider of the data and the requesting law enforcement agency. A third item, scope of techniques, is equally important. For example, why would mobile banking applications have key escrow when financial data can be obtained from the bank? Why would Supervisory Control and Data Acquisition (SCADA) systems controlling the power grid need key escrow? The computer security risks can be reduced if plaintext recovery is limited to the most necessary data and does not put at risk systems where there is limited investigative interest or an alternative way to obtain plaintext.

4.1.1.1 Circumvent Protections

Lawful Hacking: Also referred to as government hacking or equipment interference, a government agency gains lawful access to target data to obtain the plaintext of relevant information. Lawful hacking may exploit vulnerabilities or misconfigurations in systems and devices, whether remote or local, or use social engineering to circumvent security protections. Law enforcement may deploy
lawful hacking as a technique to gain access to a system to intercept communications, secure digital evidence or facilitate access to stored data or communications in plaintext. Through lawful hacking, the government may retrieve an encryption key, acquire passwords via a key logger or install a mechanism for covert system access in the future. In addition, lawful hacking tools provide powerful online monitor capabilities to collect evidence and intelligence. Such tools can be employed on specific targets (e.g., a service or device used by a particular user), as well as groups of users of a particular service. As some lawful hacking may employ the exploitation of software vulnerabilities, the government’s stance on vulnerability disclosure warrants attention.

Surreptitious updates describe a type of lawful hacking that exploits the update mechanisms of the operating system or of an application to gain covert access to a computer or other end device. Normally distributed to provide new functionality or to fix bugs and security vulnerabilities, update mechanisms could be co-opted by law enforcement.51 In order to preserve lawful hacking capabilities, a government may be tempted to withhold a vulnerability from disclosure, which may diminish overall cybersecurity. As lawful hacking relies on the successful exploitation of a software, configuration or human weakness, it may not deliver reliable law enforcement access. Uncovering and using a vulnerability may compromise the security of other systems in a disproportionate manner. On the other hand, hacking a single targeted device through a misconfiguration has no such impact.

Finally, widespread hacking by numerous law enforcement agencies at many levels of government would be difficult to control and coordinate, particularly given the challenges of attributing the sources of cyber attacks.

**Brute-Force Attacks:** A brute-force attack consists of trying many possible keys or passwords until the correct key or password is found and the data is decrypted. The computing power required for a brute-force attack grows with increasing key length; adding one bit to the key doubles the strength of the algorithm to resist a brute-force attack. While today 64-bit keys can be brute-forced with a reasonable amount of computing power, 128-bit keys and beyond are generally considered unbreakable.52 Thus, most successful brute force attacks involve weaknesses in the encryption algorithm or its implementation, particularly the robustness of key generation. For example, successful attacks on passwords often exploit the fact that users tend to employ non-randomized passwords. Attackers can consult dictionaries that contain millions of widely used passwords and combinations of characters, which allow experts, in some cases, to discover passwords within hours.53

### 4.1.2 Regulate Technology

**Design Mandates:** Government may require that providers and manufacturers design, build and deploy products and services with the capability to accommodate future lawful access requests. Various design techniques may be used to accomplish this objective. Design mandates have been used successfully for decades with most nations’

---

51 Note that the categorization of a technique depends on context. For example, “surreptitious updates” is a lawful hacking technique, if law enforcement employs it secretly by exploiting a broken key signing mechanism. However, if law enforcement compels a software vendor to execute a software update on a particular device (e.g., to install a covert access capability), this would put “surreptitious updates” in the category of compelled assistance.


telecommunications providers to ensure law enforcement’s ability to conduct legal wiretaps.\footnote{See section 4.1.2.3 for a description of CALEA.} For encryption, the government could mandate limits on cryptographic key lengths in commercial products and services. By limiting the maximum key length, a government could limit the effectiveness of encryption within a market or sub-market (e.g., sector-specific limitations). The permitted, but reduced, key length corresponds to the capabilities of a government to deploy brute-force attacks against encrypted data it wants to obtain. Of course, other well-resourced attackers could exploit this weakness.

A more fruitful approach might utilize key escrow, a method of recovering an encryption key. In a key escrow mechanism, a service provider and/or one or several third parties store decryption keys. If the government meets the legal requirements, it can request the escrowed key from the third parties to decrypt data or communications. The holder of the escrowed keys can be a service provider, one or more independent third parties or a government agency. To prevent the unauthorized use of the escrowed key by a third party (e.g., the escrow agent or an entity that stole the escrow key), the key can be split and stored in fragments. A split escrow key regains its functionality once a subset (e.g., 5 of 7) of the key fragments is rejoined.\footnote{This approach avoids creating single points of failure in the key escrow infrastructure.}

Managing escrow keys can be complex and costly, especially if perfect-forward secrecy is used in which each communication or session generates a unique key. With the increasing number of breaches, including recent breaches of some of the most secure intelligence agency systems, particular attention is needed to limit the scope of any key escrow mandate in order to limit overall cybersecurity risk. Even with key escrow in place, users can potentially circumvent the key escrow mechanism by employing an additional level of encryption that has no shared decryption key.

Government design mandates would not need to specify the design mechanism used, only the decryption capability required, within the bounds of realism.

**Weaken Cryptography Standards:** Deliberately weakening cryptography standards through the voluntary international standards setting process can make an entire class of encryption susceptible to attack. Such weaknesses have been introduced covertly by governments in the process of designing and standardizing encryption standards. More localized impacts occur in cases where governments develop national standards. Such actions can disproportionately reduce cybersecurity when compared with law enforcement’s needs. They also undermine confidence in standards setting processes and organizations.

**Regulate the Sale and/or Use of Encryption:** Governments may require a license for companies or users to sell or use certain encryption technologies. In order to receive a sale or use license, governments may require the encryption technology to be made available for technical inspection and review. This may allow a government to learn about the latest developments in the field and to stay ahead of the curve. To hinder adoption of an encryption technology in its jurisdiction, a government might simply deny a license and thus, effectively ban the encryption technology in question. In the context of apps that provide encryption to communications on smart devices, a government might request the removal of (or prohibit) apps from the distribution platform (e.g., Apple’s App Store or Google Play).

**Export Controls:** National laws and international treaties (e.g., the Wassenaar Arrangement) aim to prevent the sales and transfer of encryption technology to certain foreign countries and adversaries. Control lists determine what technologies require a license to be exported (e.g., only those using shorter encryption key lengths in encryption to secure data confidentiality). Export controls provide a way to restrict some technology from being widely disseminated and later used against the exporting country. For a variety of reasons, export controls have proven ineffective in limiting criminal access to strong encryption products.

### 4.1.1.3 Compel Assistance

**Compelled Provider Assistance:** Law enforcement may legally require ICT service providers or manufacturers to help decrypt information stored in or passing through their products, services or devices. This may include technical assistance to decrypt, intercept, manipulate and preserve data, or, if permitted by law, to re-write firmware or software, or covertly install remote capabilities. For example, an Internet service provider (ISP) or cloud service provider offering encryption services (e.g., secure email storage) may have access to decryption keys in order to assist a customer who loses their keys. Similarly, a telecommunications service provider might be compelled to assist in manipulating traffic to facilitate the installation of a covert remote access tool to a computer controlled by a suspect under investigation. On the other hand, providers are increasingly offering products and services to which only the user has access to the decrypted information, limiting the effectiveness of compelling provider assistance. Moreover, some assistance may be quite expensive to implement, raising cost issues. Providers will also have concerns about potential legal liabilities for revealing customer data.

Compelled provider assistance differs from design mandates in that it does not require an ICT company to prospectively design and implement a decryption capability. Compelled provider assistance assumes that the provider will use its best efforts to assist law enforcement upon receiving a lawful access request. Policymakers should exercise care in designing compliance regimes (e.g., large fines for failure to deliver plaintext) so as not to create an indirect design mandate.
Compel User Decryption: The government may directly compel a user to grant law enforcement access to data. A user of a service or device might be compelled to disclose the passcode, to enter a biometric passcode (thumbnail, face) or to produce the decrypted data. A right against self-incrimination exists in many legal systems (e.g., the 5th Amendment in the U.S. Constitution) and may bar certain actions to compel a suspect to provide access to systems or decrypt data.56

4.1.1.4 Employ Workarounds

Workarounds describe ways of finding a substitute for plaintext in certain situations, or using non-technical methods to achieve access to the plaintext. These may include analyzing metadata, exploiting sensor data, adapting conventional police methods to the digital age, data localization and liability.

Analyze Metadata: The analysis of metadata may provide important information about a subject and its communications, relationships and activities, and thus, support law enforcement investigations.57 In communications, metadata is information about the sender and receiver of a call or email, duration of the communications, email addresses, dates, location and telemetry, but not the content of the communication. Other examples include the forensic analysis of metadata, such as the use of camera fingerprinting to compare encrypted data and unencrypted photographs both found on the same hard drive with data on the Internet (e.g., child exploitation videos) to subsequently link to a particular suspect.

Exploit Sensor Data: The expanding universe of home, commercial and industrial devices connected to the Internet contains a large number of sensors that collect audio, video and other data that can supplement traditional data gathering methods. A full public discussion has yet to take place about the legal, security and privacy implications of law enforcement collecting data from these sensors.

Adapt Conventional Police Methods: Governments may rely and even expand on traditional but tested practices to acquire passwords, decryption keys or plaintext by conducting surveillance, interrogating witnesses, recording confessions or conducting physical searches to obtain evidence. For example, conducting a physical search in a target office may retrieve a decryption key or login details. Alternatively, the plaintext might be retrievable from a communications intermediary or another party involved in the conversation. Depending on the specific circumstances, traditional methods may or may not be sufficient.

Data Localization: A government may require service providers to store certain data within a state’s territory. Such a measure positions the data within the legal reach of the state, should a need for lawful access arise.

Liability: Providers of services and device manufacturers whose encryption services or products caused public harm (e.g., by making it impossible for law enforcement to prevent a crime), could be held civically liable. In theory, such a liability could cause service providers and device manufacturers to modify the encryption in their services or products.58

4.1.2 Limitations on the Uses of Techniques

This section describes the second dimension of the framework. Divided into seven categories, Table 2 provides an overview of the conditions set by lawmakers and regulators that can limit the use of techniques to increase public trust in their use. They represent conditions that constrain the power of the state by limiting the effectiveness or efficiency of these techniques in order to mitigate the effects of using the techniques on privacy and other human rights, commerce, and innovation. These conditions assume effective institutional checks and balances are in place.

The conditions described here relate to some, but not all, techniques discussed in the previous section. For instance, requirements for transparency are broadly applicable to most techniques, whereas requirements for vulnerability disclosure relate specifically to the use of lawful hacking.

Effective limitations depend on appropriate oversight and enforcement. In practice, there have been cases where techniques have been misused by officials overstating their authorities or have been exploited by unauthorized third parties. Limitations alone are not a sufficient guarantor for lawful application of the techniques.

The limitations, implemented through legislative or regulatory means and enforced by executive and judicial authorities, help to ensure the accountable use of techniques within a legal framework in order to mitigate harmful effects on other values. In particular, the proper application and


58 U.S. Senator Sheldon Whitehouse brought up the question at a 2015 hearing whether ICT companies could be liable civilly when their services or products have been exploited for criminal purposes. See Zoe Bedell and Benjamin Wittes, ‘Civil Liability for End-to-End Encryption: Threat or Fantasy?’ Part I’, Lawfare Blog, 2015 <https://www.lawfareblog.com/civil-liability-end-end-encryption-threat-or-fantasy-part-i>; and Jason Koebler, ‘Senator: Crime Victims Should Be Able to Sue Apple, Google for Encrypting Data’, Motherboard, 8 July 2015 <https://motherboard.vice.com/en_us/article/ezwv92/senator-crime-victims-should-be-able-to-sue-apple-google-for-encrypting-data>.
enforcement of limitations reduces the risk of:
- Non-authorized use of these techniques by law enforcement or third parties; and
- Unintended consequences or harmful collateral damage to systems whether or not they are related to the investigation.

4.1.2.1 Oversight

Transparency and notification requirements are key aspects in enabling oversight by the public and the government. The public, businesses and civil society can mobilize and engage in policymaking and lobbying efforts to strengthen governmental check and balance mechanisms. The three branches of government exercise oversight as follows:

The legislature, through formal oversight functions, committees and hearings;
- The executive, through independent inspector generals and regulatory oversight; and
- The judiciary, by requiring judicial review and other judicial means of due process.

Oversight can be public or private, the latter when oversight mechanisms are restricted to government-only, as with the U.S. Foreign Intelligence Surveillance Court.

**Transparency about the use of techniques** can be achieved through (public or private) summary reporting to the legislature by requiring courts and law enforcement to report the authorization and use of techniques. Similarly, corporations can be permitted or required to disclose government requests in the form of summary reporting or on a case-by-case basis. The annual wiretap reports to the U.S. Congress are an example of public (summary) reporting to the legislature of orders for interception of wire, oral
or electronic communications. Large ICT corporations, including Google, Microsoft and Twitter, release annual corporate transparency reports. Interestingly, the companies’ transparency reports have revealed discrepancies regarding wiretap statistics released in the annual wiretap reports. This makes the case for multiple, independent sources in the reporting to foster robust transparency. Further, transparency is gained when court proceedings concerning the use of techniques are in the open. If legal proceedings are initially sealed, a court should unseal the application after a set period unless law enforcement applies to continue sealing and shows sufficient cause.

Notifications sent to subjects to inform them that they were targeted in an investigation using legally approved techniques contribute to transparency and oversight. It helps to prevent the unaccountable use of techniques. Different types of required notices are conceivable, and the target may be informed before or after the techniques have been used. Time limits may determine when authorities must issue pre-notifications or post-notifications, and circumstances may warrant delayed notices. Under U.S. wiretap law, for instance, a notice is required within 90 days of the termination of the wiretap—as well as when the application for a wiretap order was rejected. The notice provides whether the interception has been authorized or denied, the period of the interception and whether communications were intercepted.

4.1.2.2 Due Process and Procedural Safeguards

All democracies provide “due process,” which refers to the protections for citizens from the arbitrary use of power by the state in legal proceedings. The use of techniques should be subject to approval by an entity independent of the investigating entity. Across democracies, such entities including judicial entities, maintain various degrees of independence from the investigative entities. In addition, there are variations in the kind of techniques they are legally competent to authorize, resulting in different thresholds for the investigating entity for a subpoena, warrant or other form of order. In the U.S., techniques that require a court order issued by a judge are subject to judicial oversight (an independent authority), whereas an administrative order signed off by an executive branch entity has a lower threshold and is a less effective limitation. In cases where legal procedures and limitations are violated, the court may suppress evidence.

4.1.2.3 Budgetary Constraints and Cost Reimbursement

The cost of provider compliance with a legal obligation to provide assistance or access to law enforcement can be reimbursed by the requesting entity. These costs may include: (1) the cost of developing, installing and deploying the required infrastructure to employ access techniques; and (2) a per request cost. In the U.S., for example, under the Communications Assistance for Law Enforcement Act (CALEA), telecommunication carriers can apply for cost-shifting relief (e.g., costs resulting from the carrier’s CALEA compliance). CALEA requires telecommunication carriers to deploy equipment that incorporates lawful interception capabilities. For individual
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60 An annual Wiretap Report from the Administrative Office of U.S. Courts to the U.S. Congress is required under 18 U.S.C. § 3103a. For the reports, see, United States Courts, Wiretap Reports, 2016 <http://www.uscourts.gov/statistics-reports/analysis-reports/wiretap-reports>. 61 For an analysis of this issue, see, Albert Gidari, ‘Wiretap Reports Not So Transparent,’ The Center for Internet and Society, 2017 <http://cyberlaw.stanford.edu/blog/2017/01/wiretap-reports-not-so-transparent>. 62 See, 18 U.S.C. § 2518(8)(d), 18 U.S. Code § 2518 – Procedure for Interception of Wire, Oral, or Electronic Communications <https://www.law.cornell.edu/uscode/text/18/2518>. 63 For instance, under U.S. law, a wiretap requires a court order which is only issued if the judge determines that there is “probable cause”—among other requirements—that a crime is being committed, has been committed or is going to be committed. See, 18 U.S.C. § 2518(3)(a), 18 U.S. Code § 2518 – Procedure for Interception of Wire, Oral, or Electronic Communications. 64 For a thorough treatment of U.S. law on government hacking see, Jonathan Mayer, Government Hacking, Yale Law Journal, 2018 <https://www.yalelawjournal.org/pdf/Mayer_k33y4m8.pdf>. 65 See, 18 U.S.C. § 2515, 18 U.S. Code § 2515 – Prohibition of Use as Evidence of Intercepted Wire or Oral Communications <https://www.law.cornell.edu/uscode/text/18/2515>. 66 See, 47 U.S. C. § 1008, CALEA § 109, 47 U.S. Code § 1008 – Payment of Costs of Telecommunication Carriers to Comply with Capability Requirements <https://www.law.cornell.edu/uscode/text/47/1008>. See, CALEA § 109(b)(1) Petitions for Cost-Shifting Relief. <https://web.archive.org/web/20160217204552/https://www.fcc.gov/public-safety-and-homeland-security/security/policy-and-licensing-division/general/communications-assistance>; Patricia Moloney Figliola, Digital Surveillance: The Communications Assistance for Law Enforcement Act (Washington, D.C., 2007) <https://fas.org/sgp/crs/intel/RL30677.pdf>. 67 A 2006 U.S. Department of Justice Inspector General report on “CALEA Implementation Costs and Progress” noted: “After 10 years and the expenditure of over $450 million, the FBI estimates that only 10 to 20 percent of the wired switches, and approximately 50 percent of the pre-1995 and 90 percent of the post-1995 wireless switches, respectively, have CALEA software activated and thus are considered CALEA-compliant. The FBI’s strategy for spending these funds focused on identifying switches in locations of high-priority to law enforcement and first ensuring the CALEA-compliance of those switches. While the number of CALEA-compliant switches is based on the best available data, we cannot provide assurance on the accuracy of these estimates. Under the FBI, the FCC knows the actual percentages of CALEA-compliance because the universe of carriers is unknown. In addition, as reported in previous OIG audits, the cost information provided to us by the FBI did not provide a basis to determine the reasonableness of the costs the FBI incurred.” See, U.S. Department of Justice, The Implementation of the Communications Assistance for Law Enforcement Act, 2006 <https://oig.justice.gov/reports/FBI/a0613/findings.htm>.
requests, communications providers have charged law enforcement hundreds of dollars per target per month (e.g., T-Mobile charged a flat fee of $500 per target). In 2012, U.S. cellphone providers received more than $20 million from law enforcement agencies for lawfully providing user information. The use of technologies could be limited by capping the associated cost for reimbursement in the law enforcement agencies’ budgets. Law enforcement authorities would have to make economic choices and prioritize when and how often they employ certain techniques.

Whether budgetary constraints and economic incentives work effectively as limitations largely depends on who bears the cost. Is it the company and their consumers or are the expenses covered and recouped from Congress in a line item in the law enforcement’s budget? What costs qualify for cost-shifting (e.g., installation, maintenance of infrastructure, case-specific requests)? Some costs, such as reputational harm from complying with law enforcement requests, cannot be compensated monetarily (e.g., Apple argued in Apple vs. FBI that being forced to make the changes to the iPhone requested by the FBI would inflict reputational harm). Finally, some contend that the fees telecom operators collect under CALEA from lawfully providing requested data has created incentives to treat this as a service within their business model, given the significant amounts received. The effectiveness of economic constraints in limiting the use of techniques is highly dependent on what is reimbursed and how much money is available for such reimbursements.

4.1.2.4 Limitation to Types of Crimes, Devices or Services

The use of certain techniques can be limited to certain types of crimes, for instance the most serious crimes, and a technique may not be authorized for any other type of investigation. Types of crimes may be specified by law; for example, the U.S. wiretap law enumerates serious crimes that permit their use.

Similarly, the systemic effects on cybersecurity, commerce and human rights can be mitigated by strict limitations on the types of devices or services subject to access requirements or lawful hacking.

4.1.2.5 Limitations on Use

For some techniques, restrictions can be imposed to limit their use. This includes:

- **Exhaustion:** other, less intrusive techniques have been tried and failed before a more intrusive technique will be authorized;
- **Particularity:** the particular use of a technique in an investigation cannot be overly broad but must be clearly defined and narrowly targeted to a type of communications and crime;
- **Time Limits:** the use of a technique must be limited in time (e.g., 30 days), a technique cannot be endlessly used without independent oversight and appropriate reauthorization;
- **Minimization:** the use of techniques and the gathering of extraneous data should be limited to the minimum amount necessary to achieve the narrow goals of the legal order; and
- **Territorial Limitations:** the use of techniques may be restricted to territorial boundaries as extraterritorial applications may violate national and international law.

4.1.2.6 Limitations on Third-Party Assistance

Limitations on the scope and substance of compelled assistance can mitigate systemic negative effects on cybersecurity and other interests by limiting the assistance to particular cases and devices.

4.1.2.7 Mandatory Vulnerability Disclosure

Vulnerability management and disclosure policies provide ways to manage risk associated with the use, acquisition and disclosure of exploitable vulnerabilities for law enforcement purposes. While these vulnerabilities enable lawful hacking, they can also put all users at risk if the vulnerability becomes known and exploited by a third party. Vulnerability management and disclosure

---


70 See, 18 U.S.C. § 2516(1); 18 U.S. Code § 2516 · Authorization for Interception of Wire, Oral, or Electronic Communications <https://www.law.cornell.edu/uscode/text/18/2516>. It is worth noting that many of these limitations cannot be applied for all proposed techniques. One could not limit the effects of weakening encryptions standards to only serious crimes. By contrast, one could limit lawful hacking to serious offenses, much like wiretapping is handled.
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71 For a legal example, the U.S. wiretap act states, “normal investigative procedures have been tried and have failed or reasonably appear to be unlikely to succeed if tried or to be too dangerous.” 18 U.S.C. § 2518(3)(c).

72 For a legal example, the U.S. wiretap act states, “a particular description of the type of communication sought to be intercepted, and a statement of the particular offense to which it relates.” 18 U.S.C. § 2518(4)(c).

73 For a legal example, the U.S. wiretap act states, that the intercept cannot be “longer than is necessary to achieve the objective of the authorization, nor in any event longer than thirty days.” 18 U.S.C. § 2518(5).

74 For a legal example, the U.S. wiretap act states that the intercept “shall be conducted in such a way as to minimize the interception of communications not otherwise subject to interception.” 18 U.S.C. § 2518(5).
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policies act as safeguards. They may prescribe strict procedures and criteria to determine when a vulnerability must be withheld for law enforcement use or disclosed to fix the security weakness. A policy may also describe how and when a vulnerability must be reported after law enforcement learns about its existence. Further mitigation can be achieved by prescribing constraints to the procurement and operational deployment of vulnerabilities (e.g., what types of exploitable vulnerabilities or tools can be acquired by law enforcement, from whom can these be bought, and under what conditions are O-day or n-day vulnerabilities deployed). However, limitations constrain law enforcement’s ability to use vulnerabilities for lawful hacking. The U.S. federal government has a vulnerabilities equities process (VEP) to examine whether software vulnerabilities should be disclosed or withheld. Federal agencies representing law enforcement, national security, diplomatic, economic and cybersecurity interests debate and agree on the final assessment (or the White House resolves disagreements). Restrictions may also come in the form of safeguards to prevent theft or leaks of powerful lawful hacking tools and vulnerabilities as they may lead to dire consequences. Some undisclosed vulnerabilities may be discovered independently and revealed, or stolen and leaked, with subsequent exploitation. To give an example, the 2017 WannaCry and NotPetya malware attacks made use of techniques that many believe were stolen from the U.S. National Security Agency (NSA), using code that exploits software vulnerabilities previously unknown to the public.

4.1.3 ICT Environment

The ICT environment describes the overall infrastructure, equipment and devices that process, store and transmit data. It describes, in a schematic sense, where data resides. From there, one can determine how to access unencrypted and encrypted data (e.g., intercept for communications or data extraction for stored data on an end device). Data can be stored in an end device, such as a laptop, smart phone or external hard drive, or on the network on a server or in the cloud. Communications pass through the infrastructures and networks of Internet service providers and telecommunications providers. Data may exist simultaneously in multiple locations, for instance, when a backup copy of data on a user’s device is stored in the cloud. Multiple copies may also exist for operational and technical purposes controlled by a service provider or vendor of an app. Data in transit is often packetized and takes different routes, only to be reassembled at the receiving end. Stored data can also be “sharded”—broken up into pieces and stored in multiple locations.

In the context of lawful access and encryption, often two general categories of data are distinguished:

- Data at rest: data that is stored on a computer, smart phone, end device, server, in the cloud, or on other networked devices, in various files and formats; and
- Data in transit (“communications”): data that is moving across public or private networks and the Internet. Data in transit also includes voice, VoIP and data communications.

These different categories of data are not always clearly distinguishable: data that was just transmitted through an intermediary can become permanently stored on an end device and as such “change” its category. Data comes in different formats, including actual content (in the form of text, audio, video, images, and sensor data); metadata that describes data or properties of an information object, geolocation, application files, configuration files or systems logs; and passwords and encryption/decryption keys. The data itself can belong to a user or a third party, exist on a device owned and controlled by the user or a third party.

Law enforcement may request access to data from the sender, receiver, communications intermediary who transmitted the data, or service provider, device manufacturer or software vendor/application provider. Some of these entities may be located in foreign jurisdictions (e.g., the decryption key might be held by a person or organization abroad, the provider of an encrypted messaging app might be incorporated abroad with no domestic offices), complicating the process for lawful access. The involvement of multiple jurisdictions goes beyond the matter where the data is stored.

Indeed, the ICT environment is not limited to technology; rather, it reveals key questions with respect to policy, procedure, and economic and cybersecurity interests debate and agree on the final assessment (or the White House resolves disagreements). Restrictions may also come in the form of safeguards to prevent theft or leaks of powerful lawful hacking tools and vulnerabilities as they may lead to dire consequences. Some undisclosed vulnerabilities may be discovered independently and revealed, or stolen and leaked, with subsequent exploitation. To give an example, the 2017 WannaCry and NotPetya malware attacks made use of techniques that many believe were stolen from the U.S. National Security Agency (NSA), using code that exploits software vulnerabilities previously unknown to the public.

Note: another type of data is “data in use,” or data that is being processed. In most cases, in order to process data, it cannot be encrypted. In some cases, law enforcement aims at intercepting or capturing “data in use” at a particular point of time to ensure its accessibility, as otherwise, it is encrypted and not accessible for law enforcement. See, Dave Shackelford, ‘Regulations and Standards: Where Encryption Applies’; SANS Institute, 2007; "https://www.sans.org/reading-room/whitepapers/analyst/Encryption-Applies". The data itself can belong to a user or a third party, exist on a device owned and controlled by the user or a third party.
spects to legal jurisdiction: (1) where is the data; (2) who has the key(s); (3) where are the person(s) with access to the data; (4) where is the service and/or telecom provider situated; (5) where is the victim; (6) from what jurisdiction is the investigation being conducted; and (7) what jurisdiction’s laws should govern access to the data?

Data can be stored in multiple jurisdictions and communications may travel unexpected routes—often without the knowledge of and outside the control of the user. For instance, data stored in the cloud might be transferred to other instances of the cloud for operational purposes, changing the physical location of where the data is stored, and with it, changing the legal protections based on the jurisdiction of the physical server location. In communications, so-called boomerang routing\(^8\) might route a call or electronic communications abroad, even if the call or the communications is originating (sending) and terminating (being received) in the same domestic city. The communications might be routed abroad and with it, lose all protections guaranteed under the domestic framework and become potentially available for intercept in a jurisdiction with lower levels of protections.\(^9\)

### 4.2 The EWI Algorithm

To assess policy options—individual ones and their aggregate as encryption policy regimes—EWI devised a systematic, structured methodology to focus discussion. The methodology (algorithm) helps to identify both similarities and differences across different groups steering towards balanced solutions.

The algorithm enables consideration of interests across six domains:

1. **Law Enforcement**: Usefulness and effectiveness for law enforcement
2. **Cybersecurity**: Intended and unintended effects on cybersecurity
3. **Commerce**: Intended and unintended economic effects for the ICT industry (innovation, international trade) and businesses (efforts and cost of compliance, costs of non-compliance)
4. **Human Rights**: Intended and unintended effects on privacy and other human rights
5. **Deployment Cost and Cost Coverage**: Costs of deployment and cost allocation
6. **International Ramifications**: Intended and unintended international effects

The key steps in the algorithm are described in Figure 2.

#### 4.2.1 Key Steps in the EWI Algorithm

Implementation of the EWI algorithm consists of two parts—law enforcement (LE) impact analysis and non-LE impact analysis—and an assessment of whether a policy option or an encryption policy regime is balanced. Generally speaking, the process can be used in two ways: (1) an open, unstructured approach, where the expert group builds an encryption policy regime from the ground up, exploring all possible options; or (2) a structured, scenario-based approach where the facilitators provide an initial encryption policy regime which the experts use to work through.

For this report and the formulation of the sample regimes, EWI opted for the latter approach.

Below is a description of the key elements of the EWI Algorithm:

**LE Impact Analysis for Particular Techniques: Steps 1-3**

- **Step 1**: Determine where in the ICT environment there is a need for access to encrypted data; select a technique.
- **Step 2**: With regard to the technique, determine what limitations will be applied.
- **Step 3**: Determine how useful, effective and efficient the proposed technique is in combination with the limitation to gain access to encrypted data in plaintext.

**Non-LE Impact Analysis: Steps 4-8**

The non-LE analysis is based on structured, consecutive discussions of each of the five non-LE elements. The algorithm does not prescribe a particular assessment model or framework for each element but rather relies on the expertise of the participants.

**Assessment: Threshold Test: Step 9**

The group decides whether a particular policy option or encryption regime is deemed “acceptable” and “workable.” The algorithm does not provide a method to measure or determine the group consensus. If after several iterations no rough consensus can be established, the EWI process proposes to write up a statement that incorporates the majority view and several dissenting statements. The process then moves forward. Unsettled policy options can be revisited at a later point.

**Policy Development and Implementation**

The EWI algorithm does not eliminate the challenges attendant to developing and implementing detailed statutory or regulatory encryption policies. It provides a substantive basis for those processes. The algorithm’s results may change over time due to technological innovation and national and international legal and political developments.

---

8. Internet Boomerang Routing: “Boomerang routing refers to internet routing where a data path starts and ends in the same country (e.g., Canada) but passes through another country (e.g., the U.S.) before returning. This is a common occurrence with Canadian internet communication.” IX Maps, ‘Glossary’ <https://www.ixmaps.ca/learn/glossary.php>.

4.3 A Structured Process: the Delphi Method

There is a lack of empirical data on the potential impact and effectiveness of encryption policies on law enforcement’s access to data, and of the public safety impacts of varying degrees of access. More empirical data is needed. In the meantime, EWI recommends using a variation of the Delphi method to obtain normative and practical feedback on encryption policy regimes.

The Delphi method was originally developed by the RAND Corporation to poll and aggregate the opinions of experts in a particular field in order to reach a consensus and “predict the future.” It is most useful in cases, such as this, where there are many unknown factors and when the problem requires significant levels of expertise. The process involves surveying a group of experts, ideally around 10 to 18, from diverse backgrounds (e.g., government, civil society, academia and industry). Below is a summary of the steps involved in a typical Delphi process:

1. Formulation of the issues: what is the issue that really should be under consideration? How should it be stated?
2. Exposing the options: given the issue, what are the policy options available?
3. Determining initial positions on the issues: which are the ones everyone already agrees upon and which are the unimportant ones to be discarded? Which are the ones exhibiting disagreement among the participating experts?
4. Exploring and obtaining the reasons for disagreements: what underlying assumptions, views or facts are being used by the individuals to support their respective positions?
5. Evaluating the underlying reasons: how does the group view the separate arguments used to defend various positions and how do they compare to one another on a relative basis?
6. Reevaluating the options: reevaluation is based upon the views of the underlying “evidence” and the assessment of its relevance to each position taken.

The process is designed to expose the differing positions and the principal pro and con arguments for those positions.83

4.4 How EWI Used the Framework to Develop Proposed Policies

EWI applied the framework to develop the two proposed encryption policy regimes described in Section 5. EWI conducted three rounds of consultation. In each round, EWI used the algorithm to evaluate the proposed encryption regimes. EWI submitted draft encryption regimes to experts, who evaluated the regimes’ effects according to the algorithm.

The first round utilized an in-person workshop among some 30 members of EWI’s global cyber policy network. The second round used a survey with extensive briefing materials and telephone conversations to engage 10 encryption policy experts representing law enforcement, private industry, academia and civil society from the United States, Europe and India.84 A third round with some of the same and some new experts concluded the process. Based on this feedback, EWI adjusted the draft regimes, but did not attempt to find consensus on the “right” mix of techniques and limitations. Indeed, there was strong disagreement on the policy merits of some proposed approaches. The regime refinement process is illustrated in Figure 3. A summary of the substantive discussion and comments that led to the formulation of the proposed regimes is provided in the appendix.

84 A balanced composition of experts in the Delphi process is crucial. A one-sided selection is likely to lead to biased recommendations that fail at the outset to have any claim to broad legitimacy.
5 Balanced Encryption Policy Regimes

EWI proposes two distinct encryption policy regimes: Regime 1, involving “Lawful Hacking,” and Regime 2, involving “Design Mandates.”

The two regimes highlight a key choice that policymakers face—enhancing law enforcement’s ability to covertly access systems relevant to investigations, or requiring action by ICT companies to design their systems to anticipate requests for lawful access. Each approach would represent a change in current law in policy in most democracies, and each has upsides and downsides for all the various interests at stake. The regimes need not be mutually exclusive. A nation could pick and choose elements from each, or decide that no change in current law or policy is merited. The proposed regimes provide a baseline for improved national and international discussion and cooperation.

Each regime consists of a set of techniques, each conditioned by certain limitations, applied across three relevant technology environments. In addition, systemic improvements are recommended to improve law enforcement’s overall effectiveness in dealing with digital evidence. The following table provides an overview of the two proposed Encryption Policy Regimes; the remainder of this section describes each regime in detail.

5.1 Proposed Regime 1: Lawful Hacking (with Compelled Provider Assistance)

5.1.1 Compelled Provider Assistance (for data stored in the cloud, on an end device and communications)

For data at rest (i.e., in the cloud or on an end device), consistent with applicable national law, law enforcement entities may compel assistance from any private party (“data custodian”) who may have

85 Techniques are methods that enable law enforcement to obtain lawful access to the plaintext of encrypted information by: (1) circumventing security protections; (2) regulating encryption technology; (3) compelling assistance from providers or from targeted users; and (4) working around the encryption by other means.

86 Limitations are ways of limiting the impact of the techniques on non-law enforcement-specific interests, including robust cybersecurity, a vibrant ICT market, businesses and innovation, protection of human rights, economic efficiency, and cooperative international relations.

87 The three technology environments comprise data stored in the cloud, data stored on an end device, and communications (data in transit). For the purpose of the proposed regimes, we differentiate between “data at rest” and “data in transit,” recognizing that boundaries between technology environments are increasingly blurry. We also note that multiple entities may possess copies of the requested data.

88 To deal with cross-border jurisdictional issues, the analysis points to MLATs and other bilateral agreements for lawful access in foreign jurisdictions. Cross-border jurisdictional issues are complex as they implicate questions regarding the legal and physical location of: the data, the key, the subject of the investigation, the provider, the victim, the crime scene, and the requesting law enforcement entity. These aspects are common components of more complicated use-cases, along with the time sensitivity of a case (imminent threat), and the severity of the respective crime.

89 See definition of compelled provider assistance in section 4.1.1.3.
legal access to stored encrypted data in order to facilitate access to the plaintext of the stored data, and to metadata and logs related to the stored data, under the following limitations:

- Costs of assistance shall be reimbursed by the requesting entity;
- The order to provide assistance is approved by an independent judicial authority;
- The requesting entity or the data custodian shall notify the subject of the investigation or other data owner prior to accessing the data, unless the independent judicial authority specifically authorizes delaying or withholding notification; and
- In case of data stored on an end device (e.g., smart phone), the device shall be in the physical possession of the requesting entity.

For data in transit, law enforcement entities may compel assistance from communication services providers (e.g., telecom operators, ISPs, over-the-top communication services providers), in accordance with their role in the data transmission process and subject to rules of international legal jurisdiction. Such assistance may include data interception and other technical and other assistance that will facilitate access to the plaintext of encrypted data, and to metadata and logs related to the transmission.

For both data at rest and communications, compelled provider assistance applies to data and communications encrypted using techniques provided by the device manufacturer or services provider. There is no obligation to assist with decryption of data obfuscated by a third party, such as an over-the-top encrypted or ephemeral messaging service. If such third-party encryption is involved, assistance must be compelled from the respective provider directly.

---

90 For example, telecom operators or ISPs may be able to provide access to the data traffic and, where technically feasible, separate traffic associated with specific applications out of the general traffic (e.g., by using deep packet inspection and similar techniques). Over-the-top (OTT) providers may be able (subject to technical feasibility) to assist in decrypting the captured traffic.
In cases where any device manufacturer or services provider has no access to means of decryption (e.g., having rendered the decryption key exclusively to the user), they may be required to provide technical assistance to circumvent the protections in alternative ways, subject to necessity and proportionality. Compelled provider assistance is not a design mandate in which system architecture is required to be altered in anticipation of future lawful requests for technical assistance.

5.1.2 Lawful Hacking (for data stored in the cloud, on an end device and communications)

If the compelled provider assistance does not produce the plaintext of the encrypted data, the requesting entity may utilize lawful hacking\(^{91}\) to retrieve relevant data at rest or communications (including cameras or other sensors, to the extent legally permitted). Lawful hacking may be used by a law enforcement entity to gain access to the plaintext of data or communications under the following limitations:

- The use of the techniques is approved by an independent judicial authority;
- Vulnerabilities in software or hardware used for lawful hacking are subject to a transparent vulnerabilities equities process, which determines whether such vulnerabilities must be disclosed to the software vendor and/or the public, or can be kept concealed for lawful hacking purposes for a limited amount of time. No limitations apply to the use of publicly reported vulnerabilities;
- The entity shall notify the subject of the investigation promptly upon achieving access to the plaintext, unless the independent judicial authority specifically authorizes delaying or withholding notification; and
- Law enforcement shall provide periodic, public summary reports about its use of lawful hacking techniques to an independent governmental oversight body.\(^{92}\)

5.2 Proposed Regime 2: Design Mandates (with Compelled Provider Assistance)

Regime 2 eliminates Lawful Hacking in favor of limited Design Mandates.

5.2.1 Compelled Provider Assistance (for data stored in the cloud, on an end device and communications)\(^{93}\)

For data at rest (i.e., in the cloud or on an end device), consistent with applicable national law, law enforcement entities may compel assistance\(^{94}\) from any private party (“data custodian”) who may have legal access to stored encrypted data in order to facilitate access to the plaintext of the stored data, and to metadata and logs related to the stored data, under the following limitations:

- Costs of assistance shall be reimbursed by the requesting entity;
- The order to provide assistance is approved by an independent judicial authority;
- The requesting entity or the data custodian shall notify the subject of the investigation or other data owner prior to accessing the data, unless the independent judicial authority specifically authorizes delaying or withholding notification; and
- In case of data stored on an end device (e.g., smart phone), the device shall be in the physical possession of the requesting entity.

For data in transit, law enforcement entities may compel assistance from communication services providers (e.g., telecom operators, ISPs and over-the-top communication services providers), in accordance with their role in the data transmission process\(^{95}\) and subject to rules of international legal jurisdiction. Such assistance may include data interception and other technical and other assistance that will facilitate access to the plaintext of encrypted data, and to metadata and logs related to the transmission.

For both data at rest and communications, compelled provider assistance applies to data and communications encrypted using techniques provided by the device manufacturer or services provider. There is no obligation to assist with decryption of data obfuscated by a third party, such as an over-the-top encrypted or ephemeral messaging service. If such third-party encryption is involved, assistance must be compelled from the respective provider directly.

---

91 See section 4.1.1.1 for definition.
92 Additional conditions worth considering include: law enforcement must make sure that after the operation is finalized the integrity of the targeted device is restored.
93 This subsection is identical to Compelled Provider Assistance in Regime 1, Section 5.1.1.
94 See definition of compelled provider assistance in section 4.1.1.3.
95 For example, telecom operators or ISPs may be able to provide access to the data traffic and, where technically feasible, separate traffic associated with specific applications out of the general traffic (e.g., by using deep packet inspection and similar techniques). Over-the-top (OTT) providers may be able (subject to technical feasibility) to assist in decrypting the captured traffic.
In cases where any device manufacturer or services provider has no access to means of decryption (e.g., having rendered the decryption key exclusively to the user), they may be required to provide technical assistance to circumvent the protections in alternative ways, subject to necessity and proportionality. Compelled provider assistance is not a design mandate in which system architecture is required to be altered in anticipation of future lawful requests for technical assistance.

5.2.2 Design Mandates (for smart devices, cloud data, and designated ephemeral messaging and encrypted messaging services)

In Regime 2, design mandates96 would require that providers and manufacturers design, build and deploy products and services with the capability to accommodate future lawful access requests to provide access to plaintext in the circumstances below and under the following general conditions:

• One-time costs of designing and creating the capability shall be reimbursed by the national government, and costs of assistance shall be reimbursed by the requesting entity;
• The law enforcement entity’s request is subject to prior approval by an independent judicial authority;
• The requesting entity shall notify the data owner prior to accessing the data, unless the independent judicial authority specifically authorizes delaying or withholding notification; and
• Design mandates are imposed through a public (i.e., non-secret) regulatory process.

Smart device manufacturers are required to be able to produce, within 48 hours, the plaintext of data resident on a smart device under the general conditions above and:

• The device is in the lawful physical possession of the requesting entity; and
• Data on the smart device that was encrypted using service provided by a third party is not subject to this requirement, nor does the mandate include a ban on the manufacture and use of third-party encryption.98

Cloud data service providers that encrypt customer data are required to have the capability to recover and provide, within 72 hours, the plaintext of data of named customers’ accounts if served with judicial authorization valid in the provider’s jurisdiction under the general conditions above.99

Designated ephemeral and/or encrypted messaging services providers are required to have the capability to back up the data of named users’ accounts if served with judicial authorization valid in the provider’s jurisdiction. Providers of designated services subject to this design mandate are required to produce the requested data to law enforcement authorities within 72 hours under the general conditions above, and:

• The list of designated services under this provision is subject to annual recertification by the executive branch; and
• An independent advisory committee assesses the security and human rights implications of the design mandate and advises the executive branch accordingly.

5.3 Systemic Improvements

Systemic improvements that benefit law enforcement authorities’ overall efforts regarding combating cyber-enabled crime and terrorism are applicable to both proposed regimes.

5.3.1 Conduct Capacity Building for Law Enforcement

National governments should invest in capacity building for national and local law enforcement entities, including judiciary entities, to improve their

96 See discussion at 4.1.1.2.
97 One schematic functioning of this mechanism: the user’s private key to decrypt the data is securely stored on the device and is encrypted with the public key of the manufacturer and the public key of the national law enforcement agency. Under this key recovery mechanism, to gain access to a user’s private key to decrypted data, both the private key of the law enforcement agency and the private key of the manufacturer are needed.
98 One expert noted that this provision could require device manufacturers to inhibit the installation of third-party encryption applications on their device.
99 Many cloud service providers already operate key recovery mechanisms as part of their service and business model to assist a customer who loses a key or password.
ability to handle encrypted and unencrypted data of all types relevant to their mission. This includes:

5.3.1.1 Enhanced Forensic Capabilities

Law enforcement authorities, consistent with applicable national law, should develop and maintain state-of-the-art capabilities and capacities for data decryption and alternative investigative techniques. To develop and make these capabilities available to national and local law enforcement entities, the respective authorities should, for example: develop and maintain a network of technical experts; provide training programs regarding the handling of encrypted data and digital evidence; and periodically assess the technical development and use of encryption technology by criminals.

5.3.2 Streamline the MLAT Process

National governments should work to streamline the processes for mutual legal assistance where data is being requested in foreign jurisdictions. In particular:

5.3.2.1 Reciprocal Access in Foreign Jurisdiction under MLAT

For relevant data located outside the domestic jurisdiction, law enforcement authorities may use established MLAT processes to gain lawful access to plaintext that is available to a law enforcement entity in the foreign jurisdiction under the following conditions:

- Public annual reporting to the legislative branch of the numbers of incoming and outgoing MLAT requests related to access to plaintext; and
- Periodic review of human rights implications of encryption-related requests.

Many national authorities are working towards streamlining the MLAT process, as it can be too slow and cumbersome to meet law enforcement needs in the digital era.

5.3.2.2 Bilateral Agreements Providing Due Process Equivalency

For relevant data located outside the domestic jurisdiction, states may establish bilateral agreements to enable efficient lawful access to data and communications in a foreign jurisdiction. Such bilateral agreements would streamline the existing MLAT process between participating countries.

Bilateral agreements\(^\text{100}\) may be used by a law enforcement entity to gain access to communications or stored data in or subject to foreign jurisdictions under the following limitations:

- Domestic legal requirements provide a reasonable protective standard for (foreign) lawful requests in the domestic jurisdiction;
- Public annual reporting to the legislative branch of the numbers of requests (to and from foreign law enforcement authorities) under the bilateral agreement; and
- Annual recertification of the bilateral agreement by the executive branch.

5.3.3 Enhance Law Enforcement/Private Sector Cooperation and International Law Enforcement Cooperation

National governments and the private sector should work together to create an environment that fosters better cooperation between law enforcement (as well as, where relevant, data protection agencies and the judiciary) and private sector entities, particularly pertaining to the management of law enforcement requests and sharing of relevant data for preventive and investigative law enforcement purposes—nationally and internationally.

---

\(^{100}\) Bilateral agreements between states with similar legal regimes and standards enable incoming foreign lawful access requests to be treated as if the law followed in the requesting nation was equivalent to the law followed in the nation receiving the request. Under such an agreement, for instance, a foreign law enforcement authority can serve (via the domestic law enforcement authority) a lawful request to a domestic entity in possession of the communications or stored data and compel assistance to provide access to the data, and vice versa. In July 2016, the U.S. government drafted a legislative proposal for a potential U.S.-UK agreement. See, David Kris, ‘U.S. Government Presents Draft Legislation for Cross-Border Data Requests’, Lawfare Blog, 2016 <https://www.lawfareblog.com/us-government-presents-draft-legislation-cross-border-data-requests>; and Tiffany Lin and Mailyn Fidler, ‘Cross-Border Data Access Reform: A Primer on the Proposed U.S.-U.K. Agreement’, Berkman Klein Center, 2017 <https://cyber.harvard.edu/publications/2017/09/berklett>.
6 Recommendations

The two proposed regimes are provided as illustrations of balanced approaches that EWI believes are generally consistent with these recommendations and are the outcome of an expert consultation aiming to identify common ground, but not necessarily consensus.

In the following recommendations:

• “Must” indicates that a recommendation is required to establish a balanced regime; and
• “Should” indicates that a recommendation is highly useful but can be modified or ignored when the full implications of its absence are understood and/or alternative means are put in place to mitigate negative effects.

A short commentary complements each recommendation with a rationale. The recommendations are listed from general to specific and help to advise the formulation of balanced regimes. Recommendations 1 through 3 and 9 are generally applicable, whereas recommendations 4 through 8 are relevant to specific policies or issues. Note that the analytical framework developed earlier in this report provides a more extensive description of the techniques and limitations. As the purpose of the recommendations is to provide general guidelines, they are deliberately lacking specific prescriptions (e.g., detailed limitations) and as such, need to be developed for each institutional setting.

1) Strong Cybersecurity

Governments must support and enable strong encryption and other digital protections to promote strong cybersecurity. Governments must refrain from policies and measures that systematically and broadly undermine cybersecurity for all users, including weakening or undermining cryptographic standards, introducing surreptitious access mechanisms into commercial, mass-market ICT products and services, restricting key lengths of cryptographic algorithms, requiring providers to maintain a copy of data in the clear, banning the use of products or services employing encryption, or generally mandating key escrow mechanisms. Specific measures to enable targeted access to data of particular users or services may be permissible under clearly defined circumstances, balanced considerations (i.e., under the application of the principles of proportionality, necessity and legality) and scope of targeted systems (e.g., excluding certain types of systems, such as SCADA systems or banking systems in which governments have no investigative interest or an alternative way to obtain access to data).

EWI Commentary: Encryption has been recognized as essential to cybersecurity to ensure privacy and the protection of personal and business data, communications and
National security.\textsuperscript{102} Strong cybersecurity is equally important for citizens, businesses and the government, including law enforcement. Therefore, governments must take active measures to protect private and privileged data and communications, where such protection is required, and support and enable the use of strong encryption technology as appropriate. Strong encryption is supported by various international and governmental entities. For instance, the European Union confirmed that “strong and trusted encryption is highly important for properly ensuring human rights and fundamental freedoms;” while recognizing the impediments law enforcement authorities are facing as a result of strong encryption and anonymization technologies.\textsuperscript{103} Also, international bodies, such as the United Nations\textsuperscript{104} and states such as The Netherlands,\textsuperscript{105} have issued statements in support of encryption and against restrictive measures that undermine the protection encryption confers. In the U.S., the Encryption Working Group of the House Judiciary Committee and the House Energy and Commerce Committee concluded that “any measure that weakens encryption works against the national interest.”\textsuperscript{106} Due to wide-ranging implications for cybersecurity, national security as well as privacy and other human rights, policies that systematically undermine encryption must be avoided. Measures that enable access to decrypted data must be targeted, narrowly defined and embedded in a legal framework with adequate legal limitations (e.g., necessity and proportionality of measures). The overall importance of encryption for cybersecurity and resulting consequences for other interests might eventuate in law enforcement’s inability to obtain access to encrypted data in some cases. Yet, targeted measures should reduce these impediments to the degree possible, but without undercutting the benefits of encryption for cybersecurity at large. Moreover, governments should allow a broad measure of freedom to their citizens to apply digital protections at their discretion, including allowing citizens to communicate anonymously. Digital protection, such as anonymous communications and steganography, should be preserved for future applications.

2) Balanced, Transparent, Risk-Informed Regimes

Governments must create balanced, transparent,\textsuperscript{107} risk-informed,\textsuperscript{108} and technology-neutral regimes for encryption policy that govern law enforcement access to encrypted data. These regimes must reflect considered trade-offs among the government (including law enforcement, justice, national security, cybersecurity and public safety), businesses (including administrative burden and compliance costs), the economy (including impacts on the industry’s innovation and competitiveness) and civil society (including the protection of privacy and other human rights) and must be a result of a process embedded in democratic institutions. Further, regimes must reflect the input of a full, diverse set of stakeholders and interests, including those traditionally under-represented. Governments must be responsible in protecting the public by being transparent about the trade-offs that have been made under particular encryption policies, and must inform the public about the impact of such trade-offs and the ways they may lower security protections.

EWI Commentary: Trade-offs in encryption regimes should be informed by risk considerations and aim at an overall fair, balanced outcome for governments, businesses, the economy and civil society. Determining this balance and the appropriate levels of risk (i.e., which risks are deemed acceptable or not in a regime) is essential in making trade-offs in an encryption policy regime. This report acknowledges the difficulties in calculating certain types of risk that inform balanced trade-offs among stakeholders with competing interests and needs through a democratic process. As a result of the process, a regime might be biased toward particular interests and needs (e.g., cybersecurity, public safety or others) but also be subject to changes over time.

\textsuperscript{102} See, U.S. House Judiciary Committee and the House Energy and Commerce Committee.


\textsuperscript{105} ENISA; Dutch Ministry of Security and Justice.

\textsuperscript{106} U.S. House Judiciary Committee and the House Energy and Commerce Committee.

\textsuperscript{107} Transparent both in terms of clear linkage between statutory authorities and programmatic activities, and periodic reporting on the use of those authorities.

\textsuperscript{108} The risk of particular encryption regimes is mitigated by the selection of techniques and limitations under balanced consideration of the needs and interests of government, business and civil society within a democratic decision-making process.
time due the periodic reevaluations. Trade-offs may result in beneficial outcomes for one domain at the expense of one or several other groups, who might confront undesired or even negative effects. The balancing needs to occur across the entire regime and may include, for instance, certain techniques for law enforcement that human rights advocates object to in principle, but are effectively restrained by limitations on their scope and use.

Transparency aims at keeping governments accountable with regard to the use of the techniques and acts as a safeguard regarding the authorization of techniques within the legal framework. Transparency further informs the public about consequences and their risks as a result of trade-offs. Trade-offs manifest in the digital realm, such as weakened security because of design mandates, or in the physical world, such as lessened public safety (e.g., use of encrypted communication by criminal and terrorist organizations). Such drawbacks, however, can be offset partially with other measures.

3) Systemic Improvements

Governments must undertake systemic improvements to the state’s legal, organizational and technical infrastructure to strengthen law enforcement’s and the judiciary’s capabilities to effectively and efficiently detect, prevent, investigate and prosecute crime and terrorism that depends on and/or is facilitated by cyber means, and to reduce the need for direct regulation of encryption (e.g., prohibiting or restricting the development and use of encryption technology). These improvements include:

- **Capability and Capacity:** Train and build up capabilities for law enforcement and the judiciary to conduct their mission in the digital age. Invest in and strengthen digital forensics and decryption, circumvention capabilities and capacities for law enforcement and establish effective mechanisms for resource coordination and pooling among national and local law enforcement authorities. Further enhance the ability of law enforcement and the judiciary to make informed decisions about cyber-enabled cases and handle digital evidence. **Provide support mechanisms for technically less advanced law enforcement and judicial entities.**

- **Mutual Legal Assistance and Cross-Border Cooperation:** Improve the MLAT process to make it more effective, particularly for urgent requests to transfer data. Work towards establishing bilateral and multilateral agreements with key partners to address cross-jurisdictional issues for agreed upon scenarios (e.g., access to cloud storage in foreign jurisdictions). Resolve common conflicting cross-jurisdictional issues (including conflicting data protection provisions) and the handling of digital evidence. Work towards cross-border cooperation among law enforcement authorities to combat cyber-enabled crime and terrorism which is often committed in and from multiple jurisdictions. Agree on scenarios and procedures for cross-border cooperation (e.g., relating to compelled provider assistance and lawful hacking). Improve international law enforcement cooperation by developing expert communities, sharing best practices and establishing points of contact among law enforcement authorities.

- **Public-Private Cooperation:** The private sector, particularly the ICT industry and academia, should continue to support law enforcement in identifying and developing innovative approaches to enhance law enforcement’s ability to detect, prevent and investigate cyber-enabled crime and terrorism. Law enforcement should establish close, trusted working relationships with key service providers, product and device manufacturers, ICT firms and Internet service providers (ISPs).

- **Collaboration:** Governments should collaborate to ensure consistency of their legal frameworks internationally so that businesses operating across the borders are not put into unavoidable situations of incompliance due to conflicts of laws and regulatory regimes.

- **Alternative Approaches:** Invest in alternative ICT-enabled approaches (e.g., analysis of communications metadata, use of new data sources from the Internet of Things and smart home devices or machine-to-machine communications), traditional law enforcement methods and workarounds for encryption (e.g., by guessing or deriving a password, discovering login details as part of

---


111 Bilateral agreements may provide a cornerstone for future multilateral agreements that address pressing issues on a regional or global level.


---
a physical search or locating a plaintext copy of the data).\textsuperscript{113} Train law enforcement and raise awareness about unused or underutilized data held by private sector entities that are useful for investigative and/or preventive law enforcement purposes. Build tools and platforms that securely provide access to such data under the respective legal authorities and limitations.

- **Privacy and Other Human Rights:** Ensure that new technical measures and organizational arrangements are subject to stringent legal limitations and judicial and technical oversight in order to protect human rights. Any measures need to follow the guiding principles of proportionality, necessity and legality.

- **Technical and Operational Standardization:** Work towards standardization of technical and operational aspects of approaches on an international level to help companies better protect consumer data and reduce their compliance cost, particularly for entities operating in and subject to multiple jurisdictions.\textsuperscript{114}

- **Measurement:** Establish shared definitions of the problem and measure the impact of encryption on the law enforcement mission. Collect and analyze data.

EWI Commentary: Infrastructure improvements address a host of technical, organizational and legal issues that are not about encryption per se but provide law enforcement and the judiciary with the necessary means to operate effectively in the digital environment. These measures could lower the perceived impact encryption has on law enforcement’s access to data. For instance, MLAT and cross-border collaboration issues are often not about encryption, but a prerequisite to deal with crime and terrorist cases that involve multiple jurisdictions, and have been a hindrance for investigations and prosecutions. As countries are expanding their jurisdictions (e.g., directly requesting access to data in foreign jurisdictions and expanding jurisdiction over personal data), occurrences of cross-jurisdictional conflicts are likely to increase. Attempts to streamline cross-jurisdictional issues must consider human rights implications in cases where counterparts fail lower human rights standards. Harmonization of technical and operational standards for techniques (e.g., communications intercept) will further support law enforcement cooperation but also help protect consumer data and ease the burden of compliance for companies subject to multiple jurisdictions and national requirements. Furthermore, such corporations are often confronted with conflicting legal requirements from different jurisdictions (e.g., lawful request to provide data to authorities in one jurisdiction when the same data is protected under statutes of another jurisdiction). Governments need to collaborate to avoid irreconcilable patchworks of rules and laws for the reasons outlined above, but also to avoid the fragmenting effects these conflicting laws have on the Internet. For new capabilities, particularly forensic and decryption capabilities as well as alternative approaches, a clear scope and limitations need to be established to ensure that they are used in a necessary and proportionate fashion. The infrastructure improvements are balanced if they are narrowly tailored and aimed at fighting crime and terrorism. Infrastructure improvements require significant political will and resource investments to go forward.

4) **Clear Rules on Compelled Provider Assistance**

Governments should use compelled provider assistance as a fundamental approach to facilitate law enforcement access, but only with clear rules as to where and to what extent compelled provider assistance is applicable under the legal framework. Requests for compelled provider assistance must be targeted and limited to a particular case, and must not open the doors for wide-ranging changes that affect entire classes of users, services or devices. Compelled assistance should be the preferred technique to facilitate lawful access to third-party encryption products, services and ephemeral communications; before other, more intrusive techniques are employed. Compelled assistance should avoid measures that undermine security or trust of broad categories of users (e.g., compelling a provider to commit surreptitious updates).

EWI Commentary: Compelled assistance is a central part of most regimes to gain access to data. Law enforcement authorities rely significantly on private sector entities to achieve access. As some service providers and device manufacturers have recently not only advanced the wide adoption of encryption, prominently through ubiquitous device encryption, but also relinquished their ability to produce a decryption key and provide access to decrypted data, gaining access through compelled provider assistance has proven increasingly difficult and in some cases of limited use. The report recognizes the difficulties that law enforcement authori-
ties face with regard to access to encrypted data on smart phones and over-the-top encrypted or ephemeral messaging services, including cases where the compelled entity is extraterritorial or is diffuse, such as the open source community. Yet, there are a variety of products and services that remain accessible via compelled provider assistance as they were designed to comprise access recovery mechanisms for business purposes.\textsuperscript{115}

Clear rules define where and to what extent compelled provider assistance is applicable under the legal framework. A rule, for instance, may state that law enforcement must have the physical device in possession in order to request technical assistance; another rule might require that technical assistance be limited to particular, individual cases. Such measures help limit risks and avoid broad application of access solutions developed through technical assistance. Moreover, clear rules help to avoid unintended, possibly ex-ante, architectural changes to a system in order comply with future requests for technical assistance. Similarly, the inability to produce decrypted data under a compelled provider assistance request should not result in severe criminal or financial sanctions that would inhibit innovation or undermine cybersecurity in unintended ways.

5) Limitations on Lawful Hacking

Governments must recognize lawful hacking as a tool for use only in extraordinary circumstances, particularly when used for remote or extraterritorial applications. Lawful hacking must be embedded in a strict legal framework with limitations on its use to the most serious cases (i.e., testing the application against the principles of proportionality, necessity and legality, and assessing international and human rights implications), and be subject to comprehensive vulnerability management, independent judicial authorization and oversight, and public summary reporting to the legislature. Effective state-of-the-art safeguards to prevent loss or theft of lawful hacking tools and the vulnerabilities they utilize must be deployed. Enhanced digital forensic capabilities for accessing devices in the local possession of law enforcement must be emphasized over remote lawful hacking that targets data on end points or data streams passing through intermediary infrastructure. Lawful hacking should be accompanied with investments in enhanced digital forensic capabilities. Governments should not employ surreptitious updates via lawful hacking (i.e., broken key signing mechanism, controlled by the state) and should avoid surreptitious updates via compelled provider assistance (i.e., key signing mechanism remains intact, administered by the provider), except for extraordinary circumstances in a subset of cases as defined by law. As a norm, the application of lawful hacking with targets in foreign jurisdictions or of unknown locations should be narrowly restricted and only be conducted in close collaboration with the respective foreign authorities. Due to human rights concerns, government should establish controls concerning the export of law enforcement investigative tools for online surveillance and communications interception.

EWI Commentary: Lawful hacking has become a critical technique for circumventing encryption in the context of criminal investigations (e.g., investigating cyber-enabled organized crime by exploiting vulnerabilities in messaging services to gain access to protected communications). The reasons for the recommended limitations of lawful hacking are the significant harmful effects it may cause.\textsuperscript{116} Such operations can have unintended effects or go awry, resulting in decreasing the security of non-targeted systems and users and leave them vulnerable. Targeting (perhaps unknowingly) systems in foreign jurisdictions can result in diplomatic tensions. But also, such tools are subject to unauthorized use, or can be lost or stolen and subsequently used by criminals or terrorists. Lawful hacking, particularly surreptitious updates, has the potential to undermine users trust in a key cybersecurity approach. Users may disable automated update mechanisms en masse “to keep safe from government interference,” with tremendous consequences for the security of the ecosystem. Lawful hacking remains expensive and is thus affordable to well-resourced law enforcement entities only. To strike a balance in the use of lawful hacking in an encryption policy regime, the approach needs to be embedded in a legal framework with strict authorizations and limitations for extraordinary rather than common use.

\textsuperscript{115} Also, note that other types of data and evidence are relevant in criminal investigations and prosecutions that are not inaccessible due to encryption. Financial institutions, for instance, provide banking information upon lawful request, without the need for law enforcement access to transactional banking systems to collect evidence.

\textsuperscript{116} Minimum standards for lawful hacking are currently being developed by a transatlantic expert working group. Transatlantic Cyber Forum, Policy Track #1: Encryption Policy & Government Hacking, <https://www.stiftung-nv.de/en/project/international-cyber-security-policy#erstens>.
6) Limitations on Design Mandates

Design mandates that require service providers and device manufacturers to retain capabilities to produce decrypted data must be limited to designated services and scope. Design mandates should be imposed through a public regulatory process and be subject to annual recertification and assessment of their implications on cybersecurity and human rights. Technical protections should minimize the effects of design mandates on cybersecurity and costs for system changes should be borne by the regulating entity. Where possible, design mandates should make use of existing systems functions to fulfil the requirement and avoid in-depth architectural changes to the service or products.

EWI Commentary: Design mandates provide a policy option to require service providers and device manufacturers to retain the ability to gain access to encrypted data that might otherwise be inaccessible without such a mandate. However, due to negative effects that design mandates can have on cybersecurity and their expansive implementation costs, design mandates should be limited in scope and function. Limitations can come in the form of particular designated services and products (e.g., end devices, communication services and cloud services) that are determined through public regulatory procedures. Being subject to annual recertification and risk assessment help to minimize overall risk of such design mandates to cybersecurity and help balance the overall encryption policy regime. In some cases, current business models include access recovery functions (e.g., key recovery for cloud service accounts) which provide a sufficient technical access for lawful requests and hence would not be subject to additional access requirements. Requesting access to data from a product or service that is subject to a design mandate would be subject to the same stringent judicial oversight requirements as compelled assistance.

7) Comprehensive Vulnerability Management

Governments must establish comprehensive vulnerability management that includes a transparent vulnerabilities equities process (VEP) to determine whether newly discovered and previously unknown software and hardware vulnerabilities should be disclosed or temporarily withheld for law enforcement purposes. The VEP should be enacted in law and subject to public reporting to the legislature and independent oversight. Vulnerabilities temporarily kept undisclosed should be subject to periodic reevaluation. The VEP should sufficiently address safeguards to protect vulnerabilities from loss or theft and be applicable to third parties that report vulnerabilities to law enforcement.

EWI Commentary: The government’s decision to disclose or keep concealed a software or hardware vulnerability for law enforcement purposes must be based on comprehensive, transparent vulnerability management that includes a transparent vulnerabilities equities process that reflects when governments bear responsibility to disclose and strengthen overall cybersecurity. Once a vulnerability is determined for public disclosure, the objective is to inform the service provider or device manufacturer in order to promptly fix the vulnerability. A vulnerability disclosure requirement with limited exceptions for non-disclosure (including limitations on third-party non-disclosure agreements), is an effective means to limit and balance lawful hacking as a technique. Comprehensive vulnerability management with a transparent vulnerabilities equities process strengthens trust among law enforcement, the ICT industry and users, if appropriately enacted in law to ensure compliance, independent oversight and a public summary reporting to the legislature. Rather than insisting on strict, uniform disclosure timelines for all types of vulnerabilities, the emphasis should be on the overall vulnerability management and a timely disclosure process once a vulnerability has been determined for public disclosure. Disclosure of vulnerabilities may have a cumulative, disruptive effect on the vulnerability market and law enforcement’s ability to acquire them might be subsequently constrained; however, this is a subservient consideration and strengthens the overall notion that lawful hacking must be limited in it application. Note that the report recognizes that the government’s approach to vulnerability disclosure goes beyond the needs of law enforcement and is influenced by other considerations not addressed here, including the use of vulnerabilities for national security purposes in the intelligence and military realm (e.g., cyber weapons).

8) Minimize Data Localization

Governments should minimize data localization requirements for law enforcement access. Targeted, sector-specific requirements may be permissible if other legal and regulatory tools cannot sufficiently guarantee lawful access. Governments must not require decryption keys be stored with local authorities.

EWI Commentary: While data localization requirements are most often discussed in the context of national security in order to locate sensitive data within one’s own jurisdiction, data localization also provides some advantages for law enforcement.118 If data is stored locally, requesting lawful access is comparatively simpler than when the same data would reside in a foreign jurisdiction, in which case a request through the burdensome MLAT process becomes unavoidable. Businesses subject to such requirements purport however, that data localization may limit service functionality due to local restrictions and subsequently reduce the value of modern ICT systems. As data localization arguably comes with significant ICT costs, service providers comply, in many cases, to gain market access. It seems likely that such costs depend heavily on the market size (e.g., low cost per user in a large market such as the EU) and companies may have already incurred design costs in their decision to enter a market. Data localization may also create significant non-tariff trade barriers and negatively affect data flows, undercut information security (e.g., if the law requires the storage of decryption keys with local security authorities) and undermine innovation.

9) Periodic Review

Any national encryption regime that enables lawful access to encrypted data in decrypted form must be maintained through a periodic review process. The process must allow for timely adjustments of different equities in a rapidly changing environment. The review should consider the effectiveness and usefulness of the techniques and limitations in the regime and warrant adjustments based on altered risk calculations. Independent experts (e.g., an expert group or standing commission) should provide policymakers with state-of-the-art technical, legal and risk assessments and provide recommendations for adjustments in anticipation of short and long-term developments, where needed. To elevate the public discussion and allow for a thorough assessment of proposed policies, proposals for change should be accompanied by technical blueprints, feasibility studies and risk/impact assessments.

EWI Commentary: A periodic review that includes the private sector and civil society allows for systematic evaluation of the effects of different trade-offs over time and ensures that the balances in the regime are maintained and if necessary are adjusted. It further allows to make adjustments to the regime based on technical developments or innovations as well as to respond to changes in crimes being conducted. For example, the advent of usable quantum computing, as is expected in the next 10 to 20 years, could radically alter the encryption landscape, but also more mundane developments such as an increase of encryption by organized crime may trigger changes to the regime balance.

118 E.g., data localization requirements for government entities may require sensitive, national security data or citizens’ personally identifiable information (PII) not to be stored in foreign countries.
7 Conclusion

Encryption, a creature of cyberspace, is an international phenomenon. Collaboration on encryption policy across governments and companies is essential to protect privacy, fight crime and reduce compliance costs for global companies.

This report asserts that a balanced, transparent and risk-informed approach is necessary to find middle-ground solutions that acknowledge the competing interests and concerns that frame the debate about encryption policy for lawful access. It underscores the necessity of strong encryption while recognizing the challenges it creates for law enforcement and public safety.

The report advocates for policies that would better equip law enforcement to investigate and prevent serious crime and terrorism, while leaving in impediments to that capability in the interest of managing risk to other important societal interests. Rather than generally banning or weakening encryption, government must work more closely with the private sector. And the private sector, to reduce the risk of costly regulation, needs to understand and address law enforcement concerns. The targeted approaches to lawful access proposed in this report attempt to balance the “equities” of all the stakeholders.

First and foremost, the proposed regimes rely on transparency and the rule of law. While EWI does not advocate for any particular regime, we take here the privilege of the pen to express a preference. Design mandates are unattractive. No matter how carefully done, they risk undermining cybersecurity and all it protects. They will also generate unpredictable commercial consequences. But in our view, lawful hacking is the more dangerous choice. For no matter how much procedure, transparency and oversight is layered on, saddling police officers with the ambiguity and responsibility tied to using the deception, obfuscation and stealth that are part of modern hacking tradecraft risks creating unaccountable power that, as human history continues to show, is fraught with danger to the citizenry.

This report is meant as a constructive step in rationalizing the encryption debate. Innovation in technology and society will rapidly expose unknown unknowns that will no doubt soon make the report out-of-date. In addition, the report most certainly contains errors of fact and nuance. Encryption policy is complicated. Empirical data are missing. And, as Mr. Justice Holmes said, “Hard cases make bad law.” We welcome comments from our readership. Please send them to cyber@eastwest.ngo.

Encryption, a creature of cyberspace, is an international phenomenon. Collaboration on encryption policy across governments and companies is essential to protect privacy, fight crime and reduce compliance costs for global companies. EWI will continue to work to enhance international cooperation on this important issue.
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Draft policy regimes were evaluated by experts in a consultation following the process outlined in this report. Section 5 describes two proposed regimes that originated from the draft regimes and have been modified based on the issues the experts raised. This appendix attempts to summarize the more than 200 pages of comments EWI received. This summary cannot reproduce the nuanced views expressed. Moreover, there were disagreements among experts on important points of policy.

From the outset, the draft regimes relied significantly on compelled provider assistance as a key policy approach to facilitate law enforcement access to encrypted data in plaintext, as opposed to more extreme policy approaches that would ban or limit encryption altogether. The two draft regimes differed in that Draft Regime 1 employed lawful hacking as a critical component, whereas Draft Regime 2 emphasized design mandates, but no lawful hacking. These distinctions carried over into the proposed regimes in Section 5.

Despite the differences, experts considered both proposed regimes as generally useful and effective for law enforcement. Compelled provider assistance and measures to improve cross-jurisdiction cooperation and cross-border access to data and evidence were considered very relevant components in both regimes. In addition, providing local enhanced forensic and decryption capabilities was assessed as particularly useful with little downsides to society (i.e., to deploy forensic capabilities on a protected smart phone that law enforcement has in its physical possession), and thus included in both regimes as a systemic improvement.

Experts noted the downsides that come with lawful hacking and design mandates for encrypted data on smart phones, encrypted messaging services and ephemeral communications. They indicated the international effects of both regimes as positive, as the experts recognized the importance of international cooperation and exchange of case-relevant information and evidence in combating cyber-enabled crime and terrorism. Thus, both regimes include the development of bilateral agreements towards due process equivalence and the strengthening of reciprocal access in foreign jurisdiction under MLATs as systemic improvements. A few experts cautioned against information sharing with jurisdictions that adhere to lesser protection standards of human rights, and also pointed out that in cross-border cases, facilitated by MLAT or bilateral agreements, decryption keys must not be subject to general sharing of data or digital evidence. Further, both regimes propose to conduct capacity building for law enforcement to handle encrypted and unencrypted data, and enhance cooperation between the private sector and law enforcement and among law enforcement entities internationally, which were strongly supported by the experts.

119 See section 4.4 for background on the expert consultation process.
120 Note that cross-jurisdictional access or exchange of information (e.g., under MLAT) is a more general lawful access issues, and less of an encryption concern. Similarly, whether a state considers particular actors “dissidents,” “terrorists” or “freedom fighters” is also not about encryption.
121 OTT services are third-party services built on top of an infrastructure or network with which they often compete. For example, WhatsApp uses a mobile phone platform to offer communication services through the infrastructure provided by a telecommunications operator with which it competes in the communication services market.
Considering the entirety of the regime (as opposed to individual techniques and limitations under the regime), particular concerns were expressed as to negative effects of both proposed regimes on cybersecurity and the ICT market and business. Experts indicated a lower level of confidence in accurately estimating cost implications of both regimes and argued the need for additional information and analysis about the technical infrastructure and systems architecture. Some estimates indicated significantly higher overall costs for both regimes, while others concluded that additional costs from the status quo, if any, were minimal or negligible due to the government’s cost reimbursement (covering infrastructure updates and per-use fee) and the similarities of the regimes (particularly Regime 1) with current policies in some Western governments. Yet, one expert pointed out that hidden costs are notoriously difficult to account for and may not be recoverable under the proposed provision. The expert consultation showed that assessing costs is particularly difficult. An in-depth study of the cost of different policy options would be very useful for the encryption policy debate. With regard to human rights, assuming that these proposed regimes would be applied under a regime that constitutionally ensures the rule of law and protects human rights, experts considered the limitations (e.g., judicial authorities, public summary reporting) in the proposed regimes overall to be effective and sufficient to protect human rights.

Compelled provider assistance was recognized in both proposed regimes as a key element in facilitating access to encrypted data and communications. However, experts differed in their understanding as to what degree compelled provider assistance would force companies (e.g., software vendors, device manufacturers) to provide case-by-case technical assistance to help write software that circumvents protections in a particular case and to what degree it would restrict the freedom of companies to innovate and enact the best security measures in anticipation of future requests for assistance. This assessment reflects legal uncertainties regarding compelled provider assistance present in the current debates (e.g., in the FBI vs. Apple case that tried to test these grounds, the FBI withdrew the legal case before it could be settled as eventually access to the data was facilitated by a third party, not the device manufacturer).

The experts weighed in on lawful hacking as an option to address third party (over-the-top) encrypted messaging and ephemeral communication services. Experts noted that while lawful hacking can be a useful tool, it remains an expensive option with potential negative cybersecurity implications, does not scale and is not available to most law enforcement authorities. One expert noted that lawful hacking tools could be stolen or lost. Among the group of experts, there were diverging views on the implications of vulnerability disclosure as a way to minimize negative impacts of lawful hacking on overall cybersecurity and extensive use by law enforcement. Many experts pointed out, however, that a too strict and short disclosure timeline might affect the vulnerability market and subsequently inhibit law enforcement from effectively using this increasingly important tool. As an extension of lawful hacking, experts commented on surreptitious updates as a law enforcement tool. Industry representatives, in particular, pointed out that surreptitious updates should not be pursued as it would require law enforcement to somehow acquire and compromise the signing key to conduct these updates without the help of the software vendor. Several experts voiced strong opposition to this approach arguing it would undermine user trust in security updates which is a key tool to provide the entire cyber ecosystem with security updates to protect their systems. Views diverged on whether software vendors could be forced under compelled provider assistance to deliver targeted software updates to computers and users as part of a lawful investigation. In both cases, experts argued, as a consequence, users may turn off the update mechanism for critical security updates to avoid government interference with their systems, and at the same time opening the door to become vulnerable to unpatched vulnerabilities, as such this could have significant impact on the overall security of the entire ICT ecosystem.

The assessment of design mandates (e.g., mandatory key recovery) in proposed Regime 2 was not unanimously negative. Several experts saw it as a useful technique to gain access to data, particularly when it already existed and was implemented for other business practices and would only need to be
repurposed (e.g., key recovery in cloud storage is common business practice to ensure a user or customer can regain access if a password is lost). Yet, some experts strongly rejected such approaches as a policy option; they were of the view that such design mandates can effectively be undermined by adding another layer of encryption (e.g., encrypt files before uploading to a cloud storage service that is subject to a design mandate), rendering the approach ineffective. In particular, many experts rejected mandatory key recovery mechanisms for cloud storage or encrypted data on smart phones; yet, others argued that such risk is acceptable, particularly if the underlying mechanisms that would enable third-party access already exist. Here, costs were also a concern. Some experts noted the potential negative effect on industry competitiveness: a mandatory technical access requirement in form of a design mandate, they argued, would impair the competitiveness of ICT firms that must comply with the design mandate or at least make it costly to maintain separate versions of services and products destined for foreign markets. With regard to design mandates, one expert noted the possibility to link design mandates with lawful hacking and vulnerability disclosure. Under such an arrangement, if a specific provider agrees to implement design mandates, authorities would agree not to deploy lawful hacking against the provider and to disclose vulnerabilities they become aware of immediately. If a provider, however, does not agree, it could be subject to lawful hacking in a criminal case—if other options of lawful access are exhausted—and vulnerability disclosure would be delayed. This would take into account the fact that in reality it would not be possible to ensure that design mandates are followed by everyone (at the minimum because of the jurisdictional issues) and this would give incentive to providers to self-comply. We did not propose this idea in order to retain a clear distinction between the two alternative approaches.

As part of identifying trade-offs during the regime adoption process, experts discussed what benefits for law enforcement afforded by some approaches were—in some cases by far—outweighed by their negative consequences for cybersecurity, national security, commerce and human rights. A common argument in assessing trade-offs was that a measure (applicable to all users) does not present an acceptable risk (for all users), if it can be circumvented relatively easily and thus, rendered ineffective by a single user (e.g., criminals apply an additional layer of encryption). Yet, other experts opposed that view, arguing that while techniques might be circumvented in a particular instance, that does not necessarily render the method overall ineffective or useless for law enforcement access purposes. Some measures, such as data localization for easier, domestic law enforcement access, were rejected because similar outcomes can be achieved with other, less costly means. To gain an overall balanced regime, such measures were excluded from the proposed regimes.

The regimes attempt to provide pathways for law enforcement to access encrypted data in plaintext, but take into account that this will not always be successful, even in cases where a court authorized such access (e.g., warrant). This is a consequence of the trade-offs and balancing of multiple interests and values. As with finding a balance or a compromise, no party will achieve all its goals (e.g., law enforcement will not be able to get access to all encrypted phones). In a regime that employs design mandates and requires key escrow, there is always a possibility someone would use third-party encryption, even if this is outright banned or subject to severe sanctions. There is no absolute access here, just as there is no absolute security. Gaining access to data—in the end—depends on time and resources. Lawful hacking might be a tool—in combination with compelled provider assistance—that can effectively force access to encrypted data on smart phones, encrypted third-party messaging or ephemeral communication services. For instance, in Regime 1, a combination of lawful hacking and compelled provider assistance, plus some form of traditional law enforcement work, might prove effective to combat cyber-enabled criminals who protect their communications with encryption. Alternatively, enhanced digital forensic capabilities can provide access to encrypted data in some, but not all, cases. In Germany and France forensic and decryption capabilities are part of the national strategy enabling lawful access to encrypted data. In addition, several approaches can be combined in a regime—including compelled provider assistance, lawful hacking and enhanced forensic capabilities which is what Regime 1 proposes as an approach.
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